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Chapter 1

Introduction

An estimated 99 % of the known matter in the universe is in an ionized state. The under-
standing of fundamental processes in plasmas is hence indispensable. Properties of plasmas
such as temperature and density can vary over a wide range challenging both experimental
as well as theoretical physicists. The investigation of dusty plasmas, also known as complex
plasmas, is a fast growing field of study in physics and has become more and more important.
One reason for this development is the increasing use of plasma processes in industry. The
other reason is the exploration of space. Here dusty plasmas can be found for example in in-
terstellar nebular, planetary rings and comet trails but also in Earth near space, in the Earth’s
upper atmosphere. A first hint of the plasma layer surrounding our home planet has been
achieved in 1901 as an trans-atlantic transmission by radio waves was established by G. Mar-
coni. This layer is called ionosphere and has still an impact on todays communication and
localization systems. It is a partly ionized region of Earth’s atmosphere created by incoming
radiation and high energetic particles. The first observations of ionospheric phenomena
were linked to particle precipitation events causing luminous structures in the high latitude
atmosphere called aurora borealis. It was suggested that there are free electrons and ions in the
upper atmosphere creating a conductive layer. Yet it were the experiments with transmitting
electromagentic waves that yielded an insight into the vertical structure of the ionosphere
[e.g., Appleton and Barnett, 1925]. The role of dusty plasma in the mesosphere lower ther-
mosphere (MLT) region has become of major interest in the middle atmosphere community
in recent years since it is responsible for the formation of a number of phenomena. In the
lower ionosphere charged constituents are bound to neutral gas motion via collisions since
neutral densities are much larger than plasma densities (typical ratio is neutral to ionized
species is 1·1012 ). Hence, observed plasma parameters can be used to obtain informations
about the atmosphere acting on the plasma. This makes plasma observations a useful tool
to study the MLT region. Neutral winds for instance, can be inferred from drifting plasma
trails caused by meteoroids but also from coherent dusty plasma structures [e.g., Elford and
Robertson, 1953; Elford and G., 1959; Hocking et al., 2016]. Also turbulence parameters can be
estimated using the by enhanced plasma densities backscattered radio signal [e.g., Roper,
1966; Hocking, 1985]. In situ measurements using rockets have high spatial resolution and
can thus resolve fluctuations in plasma densities which are also used to estimate turbulence
in the MLT region [Lübken et al., 1994; Blix et al., 1990]. However, if charged particles are used
to monitor neutral dynamics, the understanding of the underlying physics of dusty plasma
in the middle atmosphere is a key task. This includes properties of charged aerosols and
their impact on the other plasma constituents. A huge effort has been made to elucidate
the role of dusty plasma in the MLT region [e.g., Cho et al., 1992; Lübken et al., 1994; Havnes
et al., 2001; Havnes and Kassa, 2009; Havnes et al., 2011; Rapp, 2003; Rapp et al., 2005, 2010;
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Robertson et al., 2009, 2014]. Since it is a great challenge to investigate this part of atmosphere
there are still open questions which have to be tackled. This work aims at a contribution in
this fascinating and challenging field of research. For the rest of this introductory chapter
the atmosphere and ionosphere will be briefly described. Additionally, the topic of aerosol
particles in the MLT region will be elucidated.

1.1 The thermal structure of the Earth’s atmosphere
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Figure 1.1: Atmospheric layers, tempera-
ture profiles for July the 1st, 2013 (sum-
mer) and January the1st, 2013 (winter)
for 69◦ N and 16◦ E [Picone et al., 2002].
Red dashed line indicates the frostpoint
temperature for a water mixing ratio of
5 ppmv.

The gaseous layer around our home planet is
indispensable for the existence of life on Earth.
First of all it provides essential substances for life
and protects us from highly energetic radiation
and particles having their origin in the Sun and
space. In the so called homosphere which is the
part of the atmosphere from 0 to roughly 100 km,
the main constituents are molecules of nitrogen
(78 %) and oxygen (21 %) as well as atomic argon
(0.9 %) [Brasseur and Solomon, 2005]. It is a region
of constant mean molecular mass. Exceeding the
turbopause/homopause which is the transition to
the heterosphere where atmospheric composition
starts demixing and lighter species such as ato-
mic oxygen, helium and hydrogen become more
abundant. A more common way of dividing the
atmosphere is obtained by classifying layers de-
fined by temperature gradients. Fig. 1.1 shows
temperature profiles for summer (red) and win-
ter (blue) for 69◦ N obtained from the model
NRLMSISE-00 [Picone et al., 2002]. The profiles
show local maxima and minima also called pau-
ses which are used to define the boundary of the
individual layers. The lowermost layer is the tro-
posphere which contains 75 % of the atmospheric
mass and is place of weather phenomenas we
experience every day. In the troposphere tem-
perature is decreasing with approximately the
moist adiabatic lapse rate dT

dz ≈ 6.5 K km−1 until
temperature increases again. This layer is called
stratosphere and is governed by photochemical
processes and ∼20 % of the mass is placed inside
this layer. UV light from the Sun is absorbed mainly by ozone which heats this region and
yields a positive temperature gradient. The ozone layer protects us against harmful radiation
coming from the Sun. The next layer further up is called mesosphere and is again characterized
by a negative temperature gradient until it reaches a minima. The high latitude mesopause
shows the coldest temperatures found on Earth in summer which is caused by a residual
circulation driven by breaking gravity waves [e.g., Becker and Schmitz, 2003]. This is counter-
intuitive when considering just balance by radiative heating. However only dynamics can
explain the low temperatures (∼130 K) found in the mesopause region [Lübken et al., 1990;
Becker and Schmitz, 2003]. Even though 99 % of the water vapor is in the troposphere, there

2



can be ice clouds called noctilucent clouds (NLC) in the summer mesopause region [Leslie,
1885; Jesse, 1896]. This is possible when the temperature is colder than the frost point tempe-
rature which depends on pressure and water vapor mixing ratio. In the summer mesopause
the water vapor mixing ratio is between is between 2 and 10 ppmv [e.g., Grossmann et al.,
1987]. In Fig. 1.1 the region where ice particles can evolve is marked by the blue area around
the mesopause. Mesospheric aerosols are described in more detail in Sec. 1.3. Above the
mesosphere the thermosphere begins, showing a rapid temperature increase which maximizes
and remains constant above 500 km. Depending on the solar activity temperatures can reach
values around ∼1000 K [e.g., Schunk and Nagy, 2004]. In this region photodissociation leads
to the destruction of molecular nitrogen as well as oxygen and the atmosphere is changing
its composition. The mesosphere and lower thermosphere (MLT) region is a place of large
interest since it is coupled to the layers below and to incoming radiation. The latter causes
a part of the MLT region to be in a low dense cold plasma state as neutral compounds are
ionized and have a long enough life time. This ionized part of the Earth’s atmosphere is
called ionosphere and will be elucidated in the subsequent section.

1.2 The structure of the Earth’s ionosphere
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Figure 1.2: Annual mean electron den-
sity profiles for day (light gray) and night
(black) above 69◦ N and 16◦ E of 2015 [Bi-
litza et al., 2014]. Altitude range of main
ionospheric layers are marked by colored
patches.

Like the neutral part of the atmosphere can be
layered by its thermal structure, one can divide
the ionosphere by its electron density structure.
Fig. 1.2 shows typical electron density profiles
for day and night time over northern Norway.
The lowermost layer is the D-region expanding
from roughly 60 km to 90 km which is usually
most prominent during daytime and is created
mainly by solar Lyman-α (121.6 nm) radiation.
However, during so called polar cap absorption
(PCA) events high energetic solar protons can
penetrate deep into the atmosphere and incre-
ase ionization in the D-region. Next up is the
E-region located between 90 and up to 150 km.
Solar extreme ultra violet (EUV) and X-rays are
responsible for the creation of this layer. In this
altitude range, sporadic layers Es of enhanced
electron density might evolve having their origin
in locally increased ionization [Schunk and Nagy,
2004]. Both D and E-region are controlled by
chemical processes and molecular ions are most
abundant. Heavier cluster ions dominate in the
D-region up to a transition height of 85 km being
formed by hydrated NO+, O+

2 [Friedrich and Tor-
kar, 1988]. Chemical reactions involve up to three
bodies and also negative ions can exist [Schunk
and Nagy, 2004; Thomas and Bowman, 1985]. Do-
minant ions in the E-region are NO+, O+

2 and N+

2
and reactions involve only two bodies. The re-
gion with the largest density of free electrons is
found higher up and is called F-region extending

3



from approximately 150 km to 500 km. Whereas during night time this layer has only one
distinct maximum near 300 km, during day time the layer divides into two separate layers
called F1 and F2 having their maxima around 250 and 300 km, respectively. The region above
the F2 electron density peak is known as the topside ionosphere.

The transmission of electro magnetic waves through a plasma is depending on electron
density. Electromagnetic waves with frequencies larger than the corresponding F2-peak
plasma frequency can leave the ionosphere. The plasma frequency is the cyclic frequency
at which the electron density is oscillating around a mean density and is defined as [e.g.,
Schunk and Nagy, 2004]

ωp �

√
ne e2

ε0me
≈ 56.41 ·

√
ne , (1.1)

where ne is the electron density in m−3, e is the elementary charge, ε0 is the vacuum permitti-
vity and me is the electron mass. By means of Eq. 1.1 one can retrieve the electron density as a
function of altitude using different frequencies. This is done by means of ionosondes, which
are antennas able to sweep through a wide range of frequencies. Electromagnetic waves
are reflected as their frequency approaches the plasma frequency ωp . By means of the time
it takes for the reflected signal to return to the transmitter one can obtain altitude information.
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Figure 1.3: Fraction of plasma
with respect to the neutral
density α �
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calculated
using NRLMSISE-00 and IRI
data for March 5th 2015 [Pi-
cone et al., 2002; Bilitza et al.,
2014].

In contrast to e.g. fusion plasmas the ionospheric plasma is
of low density and cold. Typical values for electron densities
are in the range of 1 × 107 m−3 to 1 × 1012 m−3 and tempe-
ratures from 120 K to 1000 K. For most of the ionosphere
neutral gas density by far exceeds the charged fraction by
several orders of magnitude. The density ratio of charged to
neutral species is called degree of ionization which is shown
in Fig. 1.3 as diurnal mean for March the 5th of 2015. At
lower altitudes e.g., in the D-region the charged species are
collisional dominated by neutral molecules causing them to
be in thermal equilibrium and follow the neutral flow. With
increasing altitude this effect diminishes and electric as well
as magnetic field effects gain importance. At polar regions
the Earth’s magnetic field lines are almost perpendicular to
the surface, which causes streams of energetic solar particles
to enter the ionosphere predominately at high latitudes. The
charged particles are moving with the magnetic field lines
and gyrate due to the Lorentz force with a frequency ωc .
For e.g., electrons this frequency is given by [e.g., Schunk and
Nagy, 2004]

ωc �
| e |
me

B, (1.2)

where B is the magnetic field strength. However this is
negligible for the lower part of the ionosphere as the collision frequency with neutrals is
much larger.

A fundamental property of plasmas is to be quasi neutral if the Debye length is much
smaller as the plasma dimensions. The Debye length describes the scale below which the
electric field of a single charge is shielded by particles of the opposite polarity. Charge
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neutrality can be expressed in terms of densities of the plasma constituents by∑
j

N j � 0, (1.3)

where the subscript j stands for the jth plasma constituent. This balance is valid if one
includes all charge carriers in the ionosphere. It has been shown that charge balance not
always can be achieved by electrons and ions alone [e.g., Friedrich et al., 2011]. In the
subsequent section we will have a look at aerosols in the MLT region. These aerosols
can carry a large part of the charges and therefore are of great importance for the lower
ionosphere.

1.3 Aerosols in the MLT-region

Aerosols play an important role in the formation of mid and high latitude mesospheric
phenomena such as noctilucent clouds (NLC) and radar echoes known as polar mesospheric
summer echoes (PMSE). Additionally, they influence the charge balance of the lower E- and
D-region of the ionosphere. In this section a brief overview of meteor smoke and mesospheric
ice particles is given.

1.3.1 Meteor smoke particles

The Earth’s atmosphere is permanently bombarded by meteoroids. Their velocity is in the
range of 11 to 72 km s−1 and they ablate typically in an altitude range between 70-140 km [e.g.,
Schult et al., 2013]. These meteoroids can be either of sporadic origin or be part of meteor
shower events. Sources for sporadic meteors which are a rather constant background are the
asteroid belt between the orbits of Mars and Jupiter whereas shower meteors are remains of
comets forming a dust cloud whose trajectory intersects with the Earth’s orbit. The quanti-
fication of mass flux of extraterrestrial material by meteoroids onto the Earth is difficult and
varies strongly depending on the measurement method. The values quoted in the literature
are in the range of 5 to 250 tons per day [e.g., Dohnanyi, 1970; Hughes and W., 1975; Millman
and M., 1975; Love and Brownlee, 1993; Ceplecha et al., 1998; Mathews et al., 2001]. Entering the
Earth’s atmosphere the meteors heat up and lose material (especially metal atoms) due to
differential ablation [McNeil et al., 1998]. The ablated material is the source of metal layers
(e.g., Na, Fe, Mg) which can be found in the MLT region globally [Plane et al., 2003]. They
can be studied e.g., by resonant backscatter lidar methods [e.g., Gardner et al., 1986; Granier
et al., 1989; Von Zahn and Hansen, 1988; Clemesha, 1995]. The remnants of the meteors can
recondensate and form so-called meteor smoke particles (MSPs) [e.g., Rosinski and Snow,
1961; Hunten et al., 1980; Arnold and Viggiano, 1982; Arnold et al., 1982; Megner et al., 2006;
Vondrak et al., 2008]. The composition of these MSPs is not yet verified, but there is a strong
indication from laboratory experiments as well as satellite measurements that they consist of
olivine, hematite, magnesium-iron-silicates [Saunders and Plane, 2006; Saunders et al., 2010],
wüstite or magnesio-wüstite [Hervig et al., 2012]. The existence of MSPs was mainly shown
by rocket borne measurements in an altitude range between 75 to 100 km [e.g., Arnold and
Viggiano, 1982; Arnold et al., 1982; Gelinas et al., 1998; Lynch, 2005; Rapp et al., 2005, 2008, 2011;
Robertson et al., 2014]. The lower height limit is set by aerodynamic limitations of rocket
measurements and other instrumental constraints rather then by geophysical reasons. In
addition, MSP properties were obtained by remote sensing techniques such as incoherent
scatter radars and solar occultation [Rapp et al., 2007; Strelnikova et al., 2007; Fentzke et al.,
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2009; Hervig et al., 2009]. The altitude range found by models is 20 to 100 km [Megner et al.,
2006, 2008]. According to this model, dust is not uniformly distributed in the atmosphere. It
is greatly influenced by e.g., global circulation [Megner et al., 2008]. This causes for example
a decrease of dust density of particles bigger then 1 nm at the polar summer mesopause
compared to the winter pole as MSPs are transported away from the summer pole [Megner
et al., 2008].

After ablation the meteor material is a source of creation of larger clusters or particles, the
earlier mentioned MSPs. These particles grow by means of coagulation as a result of collision
mainly due to Brownian motion [Hunten et al., 1980]. The initial particle radii are those of
single monomers being in the range of ∼0.2 nm [Hunten et al., 1980; Megner et al., 2006; Saun-
ders and Plane, 2006]. The biggest particles found in models have radii of approximately 4.5 to
10 nm but with vanishing low density [Megner et al., 2006; Plane et al., 2014]. There are no direct
measured size distributions of neutral MSP so far. Nevertheless, a rocket borne mass spectro-
meter first used in connection with charged mesopheric ice particles by Robertson et al. [2009]
was successfully designed to measure charged dust of different sizes separately in the polar
mesosphere [Robertson et al., 2014]. They found that their measurements of charged MSP
densities in principal reproduce the behavior of the size distribution of neutral MSP found
by models. Smaller particles with radii below ∼1 nm are more present at higher altitudes,
whereas big particles with radii >1 nm can be found below mainly caused by gravitational
sedimentation. Still there is no clear understanding of the size distribution of meteor smoke
particles. Antonsen et al. [2017] estimated size distribution of MSPs by analyzing fragments
of icy particles measured by rocket borne impact probes. The assumption made here is that
the measured signal is due to MSPs only and icy parts are already evaporated during impact.

MSPs are immersed in the lower ionospheric plasma. Hence, constituents of the plasma
collide with the MSP and eventually stick to the particle and change its charge state. As was
shown by Rapp et al. [2005], Rapp et al. [2010], Baumann et al. [2013] and Robertson et al. [2014],
the charge state is rather variable. The majority of particles carry only one charge either
negative or positive. In situ measurements by Arnold et al. [1982] and Robertson et al. [2014]
showed for the first time that positively and negatively charged MSPs can exist in the same
volume. This was also proposed by model calculations [Baumann et al., 2013; Asmus et al.,
2015b].

Figure 1.4: Illustration of the
MSP charging processes.

Recent studies show that MSPs can play an important role
in the D and E-region charge balance [e.g., Friedrich et al.,
2012; Baumann et al., 2013, 2015; Plane et al., 2014; Asmus
et al., 2015b, 2017]. The most relevant charging processes
are attachment of other plasma constituents such as elec-
trons and ions as well as photo detachment of electrons
from charged and neutral MSPs by solar UV radiation. A
process of minor importance is secondary electron emis-
sion from MSPs by energetic electrons in particle precipi-
tation events [Baumann et al., 2016]. Fig. 1.4 illustrates the
charging processes. All these mechanisms are altitude de-
pendent since plasma density, solar radiation and energy
of precipitating particles change with altitude. As shown
by Baumann et al. [2015] there is also a diurnal variation of
charged MSPs revealing more negatively charged MSPs
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during night and more positively charged MSPs during
day time.

Despite the enormous efforts made in the past, there are still open questions to clarify
the role of MSPs in the MLT region. The size distribution of charged and neutral MSPs for
example is still not well understood. The role of charged MSPs in electron diffusivity is also
not know and needs to be investigated. Both questions will be tackled in the course of this
work.

Besides MSPs there can be ice particles in the mesosphere being part of the lower ionosp-
here dusty plasma. In the following section the phenomenon of mesospheric ice particles is
elucidated.

1.3.2 Mesospheric ice particles

Water ice can only exist if the temperature is below the so-called frost point temperature
T f rost , i.e., the temperature where the ratio of specific humidity and saturation humidity of
water vapor is equal to one. In the mesosphere this criterion is fulfilled for the polar meso-
pause region around summer solstice when the temperature reach approximately 140 K
[Rapp and Thomas, 2006]. Ice particles in the mesosphere emerge by heterogeneous nuclea-
tion, i.e., growing by deposition of water molecules on the surface of a nuclei. Furthermore,
there are also other mechanisms such as homogeneous nucleation. Nucleation induced by
ions or strongly bipolar molecules may be possible [Witt, 1969; Gumbel et al., 2003; Plane,
2000; Murray and Jensen, 2010]. The positive proof that water ice is the primary component of
mesospheric ice particles was first provided by Hervig et al. [2001]. A number of candidates
have been under debate serving as a nuclei for heterogeneous nucleation. However, most
studies in the past assumed MSPs to be the most likely candidate for serving as nuclei. The
nucleation process is still under investigation as numerous questions remain open. One
specific question came up whether the nuclei temperature is different from the background
and if so what the impact on ice nucleation might be. Therefore micro physical modeling of
nucleation rates for non isothermal growth have been performed, showing that the nuclei
temperature is critical for the nucleation rate [Asmus et al., 2014]. A difference of particle
temperature to the ambient gas temperature by 1 K decreases the nucleation rate by five
orders of magnitude. This effect seems to be stronger if the relative iron content of the MSP
is higher [Asmus et al., 2014]. These effects are currently under investigation for example in
laboratory experiments described in Duft et al. [2015] but also by complex modeling [Wilms
et al., 2016] .

As the ice particles grow from nuclei of nanometer size their radii span from those small
values to roughly 100 nm [e.g., Rapp and Thomas, 2006; von Cossart et al., 1999; Berger and von
Zahn, 2002]. Particles with large sizes can be seen by naked eye as the so called "Noctilucent
clouds" (NLC) first observed in the late 19th century by e.g., Jesse [1885]; Backhouse [1885];
Tseraskii [1890]; Foerster and Jesse [1892]; Archenhold [1894]. From modern Lidar-measurements
it is known, that the mean altitude of those clouds above Andøya is at a surprisingly stable
altitude of 83.20(2)m [Fiedler et al., 2009]. One essential condition to see NLC by naked eye
is the Sun is a fw degrees below the horizon which is fulfilled in summer in mid and high
latitudes after dusk around midnight. By optical observation one can achieve a glance at
ongoing dynamical processes since the ice particles are moving with the background flow.
Evolution of NLCs and ice particle trajectories have been studied by models to elucidate
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the influence of background atmosphere on the existence of NLC [e.g., Berger and von Zahn,
2002, 2007]. Gravity wave activity, for example, limits the growing time of ice particles due
to the balance of sedimentation and vertical winds [Wilms et al., 2016]. Horizontal winds
transport the ice particles from their origin of nucleation from high to lower latitudes where
they sublimate again [Berger and von Zahn, 2007]. The shape of those particles are thought
to be mainly disc like but also needles are possible [Baumgarten and Fricke, 2002; Kiliani et al.,
2015].

Immersed in the ionospheric plasma mesospheric ice particles can be charged. This has
been shown by rocket-borne measurements by e.g., Havnes et al. [1996] and Rapp et al. [2009]
but also model calculations indicate that icy particles becoming charged is likely [e.g., Reid,
1990; Rapp and Lübken, 2001; Rapp and Thomas, 2006]. The number of charges the particle
can carry depends on its size. Model calculations showed for radii smaller than ∼8 nm the
maximum number of charges is one whereas larger particles can have more charges [Rapp
and Lübken, 2001]. Whereas larger ice particles (≥50 nm) can be observed by naked eye, lidars
observe particles down to >30 nm and the smallest particles have radii in the order of 1 nm.
Charged ice particles are responsible for strong radar returns between 80 km to 90 km which
are called polar mesospheric summer echoes PMSE [e.g., Cho et al., 1992; Röttger et al., 1988;
Rapp and Lübken, 2004]. Coupled to the neutral dynamics via collisions the particles follow
turbulent motions. However, due to their larger mass they are forced to smaller scales as
neutral molecules. Since the ice particles are charged all remaining plasma constituents are
connected to them via Coulomb forces [Rapp et al., 2008]. Electrons and ions are bound to
the heavier particles motion and therefore reproduce the small scale turbulent structures.
Backscattered radar signals are large when these structures fulfill the Bragg-criteria i.e. have
dimensions of half the radar wavelength. Those events have high occurrence rates of up to
∼100 % in June to July for the Northern hemisphere [Latteck and Bremer, 2013].

1.4 Objectives and outline of the thesis

This thesis aims at the investigation of properties of dusty plasma constituents in the polar
MLT region. In the course of this general objective, several more detailed questions will be
addressed in this work:

1. Do charged dust particles alter the response of free electrons to neutral turbulent
motions in winter?

2. Which dust sizes contribute to charged fraction of the dust ensemble? How is the
shape of their size distribution?

3. Can smallest charged dust particles explain huge electron depletions above 80 km?

4. How does atomic oxygen impact the charging of MSP?

In order to answer the above questions this thesis is structured in the following way, whereas
partial results of the present work were published in Asmus et al. [2017]:

In Chapter 1 basic information about atmospheric structure, The Earth’s ionosphere and
aerosols in the MLT region are given. Theoretical concepts essential for the presented work
are recapitulated in Chapter 2. In Chapter 3 rocket borne instruments which were used
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in the course of this work to obtain physical parameters are described technically. In the
following Chapter 4 the derivation of physical parameters like particle density for the main
instruments is presented as well as instrumental limitations. Additionally, an extended
method to derive mean charge particle radii. In Chapter 5 the results of the WADIS-2
sounding rocket campaign are presented . This includes a campaign description, background
conditions, charged particles and plasma measurements, small scale fluctuations and spectral
analysis, particle sizes and size distribution and absence of radar echoes. A charging model
is presented and applied to WADIS-2 results in Chapter 6. First of all the model is described
briefly. In Chapter 7 all results are discussed with respect to established and recent research.
Finally the results are summarized and the questions raised above are answered point by
point in Chapter 8. Here also an outlook and open questions are given.
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Chapter 2

Theoretical background

2.1 Small scale structures and turbulent motions

Turbulent fields are characterized by fluctuations in the velocity field. Observations of
turbulence in the MLT region are generally difficult. In situ measurements of neutral gas
velocity for example are not possible yet because of instrumental limitations. Hence, in
order to obtain turbulent parameters one can look at the consequences of turbulence in the
atmospheric gas or just in parts of its constituents. One method is the measurement of
turbulent induced fluctuations in a conservative and passive tracer.

2.1.1 Conservative passive tracer

Conservative in this context means that the tracer remains constant over time and does not
e.g. decay or react chemically. Tracers are passive if they do not influence the flow by
changing for example its density or viscosity. Conservative and passive tracers used for in
situ turbulence measurements in the MLT region are for example

1. neutral density fluctuations [Lübken, 1992]

2. electron density fluctuations [Lübken et al., 1998]

3. positive ion density fluctuations [Blix et al., 1990]

4. charged aerosol density fluctuations [Strelnikov et al., 2009]

2.1.1.1 Neutral density fluctuations as a passive tracer for turbulent motions

Let us first consider neutral density fluctuations. If a neutral air parcel is moved adiabatically
in vertical direction by ∆z, there will be a relative change in density with respect to the
background density given by [Thrane and Grandal, 1981; Lübken, 1992]

∆n
n

≈
(

1
Hn

− 1
γHp

)
�
ω2

B

g
∆z , (2.1)

where n is the background density and △n its fluctuations, Hn and Hp are the density
and pressure scale height, respectively. The ratio of the specific heat capacities is given by
γ � cp/cv and g is the Earth’s gravitational acceleration. ωB is the Brunt-Väisälä frequency
given by

ωB �

√
g
T

(
∂T
∂z

+
g
cp

)
, (2.2)

11



where ∂T∂z is the vertical temperature gradient and g
cp

is the adiabatic lapse rate. Neutral
density fluctuations in the middle atmosphere are typically in the order of 0.1 % to 1 %
[Lübken, 1992].
The power spectral density of the neutral density fluctuations can be described by a model
under the assumption that the driving turbulence is homogeneous, isotropic and stationary.
One spectral model for example was developed by Heisenberg [1948]. In the frame of this
study this model is used to deduce turbulent parameters from neutral density fluctuations
such as the turbulent energy dissipation rate ε. This rate is a measure of the conversion of
kinetic energy into heat and hence gives the "strength" of turbulence. It is defined by [e.g.,
Landau and Lifschitz, 1991]

ε �
ν
2

(
∂ui

∂x j

)2

, (2.3)

where ν is the kinematic viscosity, ui is the i-th coordinate of velocity and x j is the j-th
cartesian component. By comparing the spectral model with the measured spectra one can
obtain ε. Used spectral models and the method to obtain pyhsical parameter are described
in Sec. 2.1.2.

2.1.1.2 Plasma density fluctuations as a passive tracer for turbulent motions

As the MLT plasma is dominated by collisions electrons are bound to the motions of neutral
gas flow. Thus, the plasma constituents will also show density fluctuations in regions of
neutral turbulence as they are coupled to the background flow. This interaction is mainly
driven by ions which are transported by turbulent air packages. Free electrons follow those
ions as they are bound to them by Coulomb force. However, the amplitude of density
fluctuations in neutrals and charged species is not equal. They are related by an factor F
given by [Thrane and Grandal, 1981; Giebeler, 1995]

△n
n

� F
△ni/e

ni/e
,

F �

γHp
Hn

− 1
γHp
Hi/e

− 1
, (2.4)

where the indexes i/e denote ions and electrons, respectively. Hi/e is the ion/electron density
scale height. Fluctuations of neutral and plasma density may also reveal a phase delay as
the plasma is also influenced by photochemical processes. The phase delay can be written
as [Thrane et al., 1994; Fritts and Thrane, 1990]

ϕi � tan−1

[
β
( 1

2 − 1
F

)
1
2 +

β2

F

]
(2.5)

where the variable β is defined by
β � 2π τi

τw
, (2.6)

where τi is the time constant for recombinations of ions and τw is the period of a wave
introducing perturbations in the plasma density. The fluctuations of ion and neutral density
are in anti-phase (ϕi � π) if adiabatic motions dominate and photochemical processes can
be neglected. They are in phase (ϕi � 0) if photochemical processes dominate [Fritts and
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Thrane, 1990; Thrane et al., 1994].

Typical values of fluctuation amplitudes are e.g., for electron density fluctuations in the
order of ∼5 % [Lübken et al., 1994]. However, it was shown by e.g., Lübken et al. [1994] that
the spectral behavior of the electron density fluctuations may not necessarily be the same
as for the neutral constituents. This can be addressed to the presence of heavy charged
particles changing the diffusivity D of electrons [e.g., Hill, 1978; Cho et al., 1992; Rapp, 2003].
Spectral models account for the dependence of the electron diffusivity were developed by
e.g., Batchelor [1959] and Driscoll and Kennedy [1985]. In the frame of this work the latter
model is used to obtain the electron Schmidt number which is generally defined by

Sc �
ν
D
, (2.7)

where ν is the kinematic viscosity of air and D is the diffusivity of the tracer. The method
of obtaining the Schmidt number from electron density fluctuations is described in the
following section.

2.1.2 Spectral model method to obtain ε and Sc

A turbulent spectrum describes a so-called energy cascade or rather the conversion of the
energy input at larger scales into smaller eddies right up to the molecular diffusion. Fig. 2.1
illustrates the shape of a turbulent spectrum as a function of wavenumber.
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Figure 2.1: Turbulent energy spectrum for typical mesospheric values with its subranges
calculated for scales smaller than the outer scale LB by the Heisenberg [1948] model using a
kinematic viscosity of ν � 1 m2 s−1 and a turbulent energy dissipation rate ε � 0.3 W K−1.
The power law for each subrange is indicated.

The subrange at which energy is injected is called energy subrange and in the mesosphere
can be found at scales larger than∼3000 m. Next comes the buoyancy subrange where energy
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change with k−3 and turbulent motions have gravity wave like characteristics in the case of
strong static stability. Both subranges are usually not seen in fluctuation analysis due to
trend removals. The scale at which transition to the subsequent inertial subrange occurs is
called outer scale LB which is defined as [Weinstock, 1978; Lübken, 1992]

LB � 9.97

(
ε

ω3
B

) 1
2

, (2.8)

where ε is the turbulent energy dissipation rate and ωB is the Brunt-Väisälä frequency. In
the inertial subrange energy is transported to smaller scales whereas the amplitude per scale
decrease with k−5/3 until the viscous subrange is reached. The scale of transition is called
inner scale l0. The smallest scale of a turbulent flow in the case that density fluctuations
projects the velocity fluctuations of the flow (ν ≈ D), is the Kolmogorov microscale ηKol . It is
defined by the kinematic viscosity ν and the energy dissipation rate ε by the relation

ηKol �

(
ν3

ε

) 1
4

. (2.9)

In the case of ν ≫ D or ν ≪ D the smallest scale of turbulent motion of the tracer is defined
by the Batchelor scale ηBa which is connected to the Kolmogorov microscale via

ηBa �
ηKol√

Sc
. (2.10)

For Schmidt numbers larger than one ηBa is smaller than ηKol meaning that the tracer is
structured to smaller scales than the velocity fluctuations of the flow. Theoretical models of
such turbulent spectra are used to obtain physical parameters from in situ measured density
fluctuation spectra such as the turbulent energy dissipation rate and the dimensionless
Schmidt number [Lübken, 1992, 1993; Giebeler et al., 1993]. In the use of those rocket-borne
instruments one usually assumes the turbulent field to be "frozen" for the time (∼ 1 s) the
rocket passes the field. This condition is fulfilled since life time of turbulent processes are in
the order of 10 s to 100 s [Thrane and Grandal, 1981]. Generally, a single instrument on a rocket
cannot resolve the three dimensional turbulent field. One usually obtains a one dimensional
time series of density fluctuations along the rocket’s path. Therefore the three dimensional
power spectrum Φϑ(k) of fluctuations of tracer ϑ is transformed into a one dimensional
spectrum in the rocket’s frame of reference using the relation k � ω/vR [Tatarskii, 1971],

Wϑ(ω) �
2π
vR

∞∫
ω

vR

Φϑ(k) k dk. (2.11)

The power spectrum describes the contribution of a spatial scale to the variance of the tracer
in isotropic turbulence. It is therefore normalized to the variance ⟨ϑ′2⟩ as

⟨ϑ′2⟩ �
∞∫

−∞

Wϑ(ω) dω, (2.12)

where ϑ′ � ϑ − ϑ is the fluctuation of a local value from a mean.
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2.1.2.1 Turbulent energy dissipation rate obtained using a spectral model

The first spectral model used in the course of this work describing the energy for high
wavenumbers, i.e. in the dissipation regime is the model of Heisenberg [1948]. It obeys the
classical k−5/3 power law in the inertial subrange of the spectrum where turbulent motions,
so called eddies, are larger than eddies in the viscous subrange. Here energy decays with
k−7. The one dimensional power spectrum in frequency space is given by

Wϑ(ω) �
Γ(5/3) sin (π/3)

2πvR
· C2

n · fa ·
(ω/vR)−5/3[

1 + {(ω/vR)/k0}8/3
]2 . (2.13)

where Γ(5/3) � 0.902745 is the Gamma function, vR is the rockets velocity, ω � 2π f is
the cyclic frequency in the rocket frame of reference. The structure function constant C2

n is
defined as

C2
n � a2 Nϑ

ε1/3 , (2.14)

where a2= 1.74 is a constant [Lübken, 1992], Nϑ is the rate at which fluctuations in the tracer are
produced or destroyed, i.e. variability dissipation rate, ε is the turbulent energy dissipation
rate which can be related to a heating rate by h � ε/cp (cp ≈ 1004 J kg−1 K−1 is the heat
capacity of air at constant pressure). fa in Eq. 2.13 is a constant and for density fluctuations
has a value of 2 according to Lübken [1993]. The turbulent kinetic energy dissipates into heat
when molecular diffusion sets in. In the case of the Heisenberg spectrum this happens when
k0 ≡ ω0/vR which is the intersection between inertial and viscous subrange of the spectrum.
The equivalent scale to k0 is called inner scale lH

0 which are related as lH
0 �

2π
k0

. The inner scale
is defined for the Heisenberg-model as [Lübken, 1992]

lH
0 � 9.90 · ηKol . (2.15)

Using Eq. 2.9, 2.14, 2.15 and ω � 2π f one can write the spectral function from Eq. 2.13 as

Wϑ( f ) � Γ(5/3) sin (π/3)
2πvR

· a2 Nϑ
ε1/3 · fa ·

(2π f /vR)−5/3[
1 +

(
9.90· f

vR

(
ν3

ε

)1/4
)8/3

]2 . (2.16)

The model described by Eq. 2.16 is fitted to the measured neutral density fluctuation
spectrum. The unknown parameters are Nϑ and ε. Typical values for Nϑ for neutral
density fluctuations from rocket measurements are in the order of 1 × 10−6 s−1 to 1 × 10−8 s−1

[Lübken, 2014].

2.1.2.2 Assessment of Schmidt number by means of a spectral model

To describe the spectral behavior of plasma density fluctuations a model is needed which
depends on the Schmidt number in the viscous subrange of the spectrum [e.g., Giebeler et al.,
1993; Lübken et al., 1994]. One model fulfilling this criterion is described in detail in Driscoll
and Kennedy [1985]. An applicable version of this model can be obtained by transformation
of the original series expansion by Driscoll and Kennedy [1985] into an integral form [Giebeler,
1995]. Furthermore, the energy spectrum WD&K

ϑ is normalized by the energy dissipation
rate ε, the Kolmogorov microscale and a constant

15



ϵϑ �
4πANϑ
αβ

,

where α � 0.83 and β � 1. The normalized one dimensional power spectrum is then defined
as

W̃D&K
ϑ (k) �

WD&K
ϑ (k)

ϵϑε−
1
3 η

5
3
Kol

. (2.17)

In the next step a variable y is introduced for simplification

y � Q
3
2 ηKol k , (2.18)

where Q � 2 is a constant [Driscoll and Kennedy, 1985]. Subsequently W̃D&K
ϑ (k) is transformed

to W̃D&K
ϑ (y) which introduces further simplification. The one dimensional power spectrum

from the Driscoll-Kennedy-model reads [Giebeler, 1995]

W̃D&K
ϑ (y) � 1

2vR
A1β

∞∫
yω

y

y2
ϑ + y2

(
(y2
ϑ + y2)− 5

6 + (y2
ϑ + y2)− 1

2

)
·

exp
[
−A3ϑ

(
3
2
(y2
ϑ + y2) 4

6 + y2
ϑ + y2

)]
,

(2.19)

where A1 � αQ
5
2 and A3ϑ �

α
Q2Sc . The variable yϑ � y(k0) which yields yϑ � Q

3
2 ηKol k0.

The energy in the Driscoll and Kennedy-model also decays with a slope of −5/3 in the inertial
subrange. In contrast to the Heisenberg-model the viscous subrange for the Driscoll and
Kennedy-model is subdivided into a viscous convective and a viscous diffusive subrange.
The energy in the viscous convective subrange decays with k−1 whereas in the viscous
diffusive subrange the decay is exponentially. The inner scale of the D&K-model lD&K

0 is the
scale at which the transition into the diffusive subrange occurs. It is defined as the deviation
from the power slopes of −5/3 and −1 by a factor of 1/e2 [Lübken et al., 1994]. lD&K

0 can be
found by solving the relation

1
e2

(
1

yw
+

3
5

y−5/3
w

)
�

∞∫
yw

(
1
y2 + y−8/3

)
exp

[
− α

Q2Sc
3
2

(
y4/3

+ y2
)]

dy , (2.20)

where yw � Q3/2ηKol k0 and k0 � 2π/lD&K
0 [Lübken et al., 1994].

The Schmidt number Sc can now be obtained by using the energy dissipation rate from
the neutral density fluctuations as a fixed parameter and the model described in Eq. 2.19 is
fitted to the measured spectrum of plasma density fluctuation.

2.1.2.3 Spectral form in the inertial and viscous subrange

Tracers which are affected by turbulence but do not identically reproduce the velocity fluc-
tuations of the turbulent flow show a different spectral behavior in the viscous subrange.
Fig. 2.2 shows the spectral models of Heisenberg [1948] (blue) and Driscoll and Kennedy [1985]
(orange) as a function of wavenumber k for the inertial and viscous subranges. The Heisen-
berg-model has a −5/3 slope in the inertial subrange and the energy decrease with k−7 in the
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Figure 2.2: Theoretical spectral shapes by Heisenberg [1948] in blue and by Driscoll and Kennedy
[1985] in orange. Also labeled are the slopes of the regimes of the turbulent spectra. The
dashed lines mark the inner scale lH

0 (blue) for the Heisenberg-model and the inner scale lD&K
0

for the Driscoll&Kennedy-model according to Lübken [1993]. Additionally the Kolmogoroff
microscale ηKol and the Batchelor scale ηBa are shown by grey dashed lines.

viscous subrange and is independent of Sc. The scale at which the transition between inertial
and viscous subrange occurs is the inner scale lH

0 . The inner scale for the Heisenberg-model is
indicated by the blue dashed line in Fig. 2.2. The inner scale for the D&K-model is indicated
by the orange dashed line in Fig. 2.2. For Schmidt numbers larger than one the viscous
subrange of the Driscoll&Kennedy-model extends to smaller scales. This behavior is linked
to the tracer’s diffusivity D which is inversely proportional to the Schmidt number. In the
following section diffusion in a dusty plasma will be described briefly.

2.2 Diffusion in a dusty plasma

Diffusion is change of concentration with time and is described by Fick’s second law
∂N j

∂t
� D j∆ · N j , (2.21)

where the index j refer to each plasma constituent, N j is the constituents concentration, t
is time, D j is the diffusion coefficient and ∆ is the Laplace operator. Assuming chemical
equilibrium each constituent obeys a continuity equation which is

∂N j

∂t
+ ∇ · ®Γ j � 0, (2.22)

where ®Γ j is the diffusion flux of the j-th specie. From kinetic theory using the Einstein
relation one can write the diffusion coefficient as

D j � µ j kBT, (2.23)

where kB is the Boltzmann constant, T is the temperature and µ j is the mobility which is for
charged particles in a gas phase

µ j �
q j

m jν j
, (2.24)
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with the j-th particle charge q j , its mass m and the momentum transfer collision frequency ν j .
In a plasma the charged constituents are also coupled by Coulomb forces. Charge separation
give rise to an electric field which in the diffusion case is also known as ambipolar electric
field ®E. The ambipolar diffusion flux is than

®Γ j � −D j∇N j + N jµ j ®E (2.25)

which can be defined for charged particles other than electrons as [Rapp, 2003]

Γ j,e � −D j∇N j +
q j

qe

N j

Ne
D j∇Ne . (2.26)

2.2.1 Diffusion coefficient for charged aerosol particles

In this section the model for the diffusivity of cluster ions and aerosols by Cho et al. [1992]
will shortly be recapitulated. Aerosols in the MLT region can for example be ice particles,
cluster ions or meteor smoke particles. One assumption made is that all particles are in
thermal equilibrium which is not necessarily the case for aerosols under sunlit conditions
[e.g., Eidhammer and Havnes, 2001; Espy and Jutt, 2002; Asmus et al., 2013, 2014]. However, this
temperature difference is negligibly small for the derivation of diffusion and its application
in the course of this work. The diffusion coefficient is given by

Dd �
3kBT

16µdn NnΩdn
, (2.27)

where T is the temperature, µdn �
md mn

md+mn
is the reduced mass with the dust particles mass

md , the mean molecular mass mn , Nn is the neutral air density and Ωdn is the collision
integral.

For particles with rd & 0.52 nm the diffusivity Dd can be precisely described by a hard
sphere model [Cho et al., 1992]

DH
d �

3
8Nn(rd + rn)2

√
kBT

2πµdn
, (2.28)

where rn � 1.8 × 10−10 m is the effective neutral molecule radius (N2) [Cho et al., 1992] and rd
is the MSP radius and md �

4π
3 ϱr

3
d its mass. For particles with rd . 0.52 nm a polarization

model has been shown to be applicable [Cho et al., 1992, and references therein] since for
the smallest particle induced polarization fields in neutral molecules become more relevant.
The diffusion coefficient is then defined as

DP
d �

9.06 · 105kBT
Nn |Zd |e

√
ϵ0

παµdn
, (2.29)

where Zd is the dust’s charge number, e is the elementary charge, ϵ0 is the vacuum permit-
tivity and the neutral atom polarizability α � 1.76 × 10−18 m−3 [Cho et al., 1992].

The transition between polarization and hard sphere interaction can be derived by equating
the collision integrals for both models and solving for the particle transition radius yields
[Cho et al., 1992]

rtr � 4.55 × 10−4
(

2αZ2
a e2

ϵ0kBT

) 1
4

− rn , (2.30)
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where α � 1.76 × 10−18 m−3 is the neutral atom polarizability, Za is the particles charge
number, e is the elementary charge, ϵ0 is the vacuum permittivity, kB is Boltzmanns constant
and T is the temperature (assumed to be in thermal equilibrium with the ambient gas). Note
that Eq. 2.30 only depends on temperature. A typical value for the winter mesosphere for
single charged particles at T � 200 K is rtr � 0.45 nm.

2.2.2 Diffusion coefficient for electrons in the presence of heavy charged particles

In this section a general expression of electron diffusivity will be briefly described by follo-
wing Hill [1978]; Rapp [2003]. First of all we will introduce a variable to describe the ratio
between charged dust and electron density Λ � |Zd |Nd/Ne . Using quasi neutrality one can
introduce a new variable which represents the density of all plasma constituents other than
electrons.

N† � Ni + Nd . (2.31)

Furthermore, fluctuations n j of the density around a mean N j0 are introduced such that
N j � N j0 + n j , where the index j stands for the j-th plasma component. One can now write
the continuity equations for the perturbations ne and n† by using Eq. 2.22 and 2.26 as [Rapp,
2003]

∂ne

∂t
�

Di − Dd

2
∇2n† +

[
Di +

Di + Dd

2
(1 + 2Λ)

]
∇2ne (2.32)

∂n†
∂t

�
Di + Dd

2
∇2n† +

[
Di +

Di − Dd

2
(1 + 2Λ)

]
∇2ne . (2.33)

Here the diffusion coefficient for ions Di is analog to Eq. 2.27 defined as

Di �
3kBT

16µin NnΩin
, (2.34)

and the diffusion coefficient for charged dust particles is given by Eq. 2.28 and 2.29. The
linear equation system formed by Eq. 2.32 and 2.33 has two eigenmodes. The corresponding
eigenvalues are given in Rapp [2003]

D0
1/2 �

1
2
[Di + (Di + Dd)(1 +Λ)] ± 1

2

√
D2

i (Λ + 2)2 + 2DiDd(Λ − 2)(Λ + 1) + D2
d(Λ + 1)2

(2.35)
D1/2 describe the influence of the Coulomb interaction between electrons and ions (1) and
electrons and charged dust (2). The interaction between electrons and ions is more or less
independent of the dust size but increases when the number density of dust particles exceeds
the electron concentration. The influence of charged dust onto the diffusion of electrons is
mainly depending on the particles size. However, if there are more charged dust particles
than electrons the diffusion of electrons is further decreased [Rapp, 2003].

In the case that there are much less electrons than charged particles the electron diffusivity
is dominated by the charged particles and one may write [Lübken et al., 1998]

De ≈ Dd , for Zd · Nd ≫ Ne , (2.36)

where De and Dd are the electron and charged dust diffusivity, respectively, Zd is the dust
charge number, Nd its number density and Ne is the electron number density. Under this
assumption the electron diffusivity is dependent on the dusts size. This is explicitly the case
for Eq. 2.28 and implicitly for Eq. 2.29 via µdn .
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Chapter 3

Measurement techniques and
instruments

This chapter includes the description of rocket borne instruments used in the course of this
work to obtain geophysical parameters. These are electron density Ne , neutral density Nn
and their fluctuations∆Ne/n , neutral temperature T, charged dust density and atomic oxygen
density. The instruments and corresponding measured parameters are given in Tab. 3.1.

Table 3.1:
Instrument Parameter

3.1 CONE Ne ,Nn , T,∆Ne ,∆Nn
3.2 PIP Ni
3.3 PD Nd
3.4 Wave prop. Ne
3.5 FIPEX NO
3.6 Photometer NO

3.1 Combined sensor for neutrals and electrons – CONE

The CONE (COmbined sensor for Neutrals and Electrons) instrument is primary an ioniza-
tion gauge [Lübken, 1987]. A unique feature of this instrument is its ability to measure neutral
gas and electron density with the same instrument as it consists of a ionization gauge and an
electrostatic probe. It has an open design using spherical grids to be less affected by aerody-
namics and to lower the instruments time constant. Giebeler et al. [1993] give a full technical
description of the instrument. Fig. 3.1 shows a schematic and a picture of the instrument.
The outermost grid (5) is held at a positive bias with respect to the payload potential and
represent an electrostatic probe to measure electrons. The positive bias repels positive ions
and at the same time attracts electrons. The current onto the grid is hence proportional to
the local electron density. The current onto the probe also depends on the ratio between the
probes’ surface and the reference probe, which in the case of sounding rocket measurements
is the payload body (conducting surface). Since electrons have a much larger mobility than
ions they cause a much higher electron current which has to be balanced by an equally sized
positive ion return current. In order to obtain undamped electron currents the area of the
reference (payload body) has to be significantly larger. Szuszczewicz [1972] found that the
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Figure 3.1: Left: Schematic of the sensor head. Right: Photo of the sensor without electronics
[Strelnikov, 2006].

reference probe area has to be larger by a factor of at least 1 × 104 with respect to the electron
probe to have non disturbed measurements.

The screening grid (4) is biased to−15 V and repels electrons. The sensor inner grids (1,2,3)
form an ionization gauge whereas the middle grid (2) is the ion collector. The electron emis-
sion current at cathode (1) is stabilized. Thus, the collected current on grid 2 is proportional
to the amount of ionized molecules and hence the number density of neutral molecules. By
means of the open design the time constant of electron and neutral density measurement
mainly depends on the electronics yielding less than 1 ms. The sensitive electrometers enable
resolving fluctuations down to 0.01 %.

3.2 Positive ion probe – PIP

Figure 3.2: Positive ion probe as flown by the Technische Universität Graz. Same version
was flown on WADIS-2 sounding rocket.

Positive ion density can be measured for instance by the positive ion probe (PIP). PIP is
a fixed negatively biased spherical probe surrounded by a grid held at payload potential
[Folkestad, 1970]. Electrons are repelled and positive ions are attracted by the negative biased
probe. Hence the current to the biased inner probe is a true ion current. The probe is
designed to attract all ions up to masses of approximately 100 amu [Friedrich, 2016]. These
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probes are typically placed on booms allowing to have an aerodynamically favorable position
on both up- and downleg. However, typically there is a strong spin modulation of the signal
due to angle of attack larger than zero. This results in one side of the payload being in a more
ram- and one in a more wake-like position. Fig. 3.2 shows a version of the probe as flown on
the WADIS-2 sounding rocket in pre-flight position. The golden colored sphere inside the
grid is the probe held at −6 V with respect to the payload potential. The measured current
to the central probe can be converted to a relative ion density. The procedure is described in
Sec. 4.3.

3.3 IAP particle detector – PD

The Faraday cup principle was first applied to a rocket borne instrument by Havnes et al.
[1996] and was extensively used to measure charged aerosols in the high latitude lower iono-
sphere [e.g., Gelinas et al., 1998; Lynch, 2005; Rapp et al., 2011]. The instrument principal design
is as follows. A metal cup with an electrode inside is shielded by two oppositely biased grids
against the ambient thermal plasma. Hence only particles with sufficient kinetic energy can
penetrate into the cup and hit the electrode. The obtained current is proportional to the
number of particles. Rocket borne Faraday cups are known to have an aerodynamical cut-off
below 80 km, prohibiting small particles to be detected [Hedin et al., 2007; Strelnikova et al.,
2009; Plane et al., 2014]. Rapp et al. [2009] combined the classical Faraday cup principle with
a xenon flash lamp to actively photoionize aerosols and collect the resulting photo electrons.
This technique enables the detection of initially neutral aerosol particles.

Figure 3.3: Picture of the IAP parti-
cle detector (PD) with cup and elec-
tronic box.

The IAP particle detector is a relatively small instru-
ment. Its cup has a radius of rcup � 30 mm and the
electrode is at the bottom 38 mm inside the cup. The
inter grid distance is 15 mm, whereas the grid has a
transmissivity of 74 %. Fig. 3.3 shows a picture of the
whole instrument which includes the cup (upside) and
its electronic box (downside). The PD has two grids
G1, G2 and the electrode. The upper grid, G1 was bia-
sed at +6 V and the lower grid G2 at -6 V with respect to
the payload skin to shield the electrode from thermal
ions and electrons. This was the configuration for the
WADIS-2 flight. The electrode as well as the two grids
were connected to electrometers. The current measu-
red by the electrode is therefore proportional to the
number density of the heavy charged aerosols (MSP
or NLC particles). The derivation of charged parti-
cle density is described in detail in Sec. 4.1. The time
constant of the sensor electrode was estimated by a la-
boratory experiment. Therefore the sensor was placed
in a vacuum chamber into an afterglow plasma [Hannemann et al., 2003]. The shielding
grids of the instrument were used to produce sudden increase of plasma density inside the
cup. This was achieved by switching on and off the grids bias of ±6 V. The response in the
electrodes electrometer was instantly with full magnitude which lead us to the conclusion
that the sensors time constant τs is less than the sampling rate of the electronics (τs < 1 ms).
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3.4 Wave propagation experiment

Figure 3.4: Picture of the
aft instrument section of
the WADIS-2 payload (see
Sec. 5.1 for details on WA-
DIS). The yellow tape mea-
sure strips are the antennas
for the wave propagation ex-
periment. They are unfolded
to the side after motor separa-
tion.

In this section the wave propagation experiment also known
as Faraday rotation on sounding rockets will be described
briefly. For a more detailed description the reader is refer-
red to e.g., Mechtly et al. [1967]; Bennett et al. [1972]. This
technique is hitherto the only one providing in situ absolute
electron densities [Mechtly, 1974]. This experiment is ope-
rated by the Technical University of Graz (TUG), Austria.
The data from numerous sounding rocket flights have been
used for a semi-empirical lower ionosphere model [Friedrich
and Torkar, 2001]. The experiment consists of a transmitter
on ground and receiving antennas on board the rocket. It
uses the fact that the complex refractive index n � µ + iκ
of a electromagnetic wave depends on electron density and
the ability of magnetized plasma to change the polarization
plane of a polarized electromagnetic wave which is called
Faraday rotation. Its rate dF per unit length ds is given by
[Bennett et al., 1972]

dF �
ω
2c

(µo − µx)ds , (3.1)

where ω is the frequency of the emitted electro magnetic
wave, c is the speed of light, µo and µx are the real part of
the refractive index of the ordinary, extraordinary part of the
wave, respectively. The refractive index in the MLT region is
mainly determined by free electron density and can be deri-
ved via the Appleton-Hartree formula or in a more generalized
from by Sen and Wyller [1960]. Therefore electron density can
be obtained from the change of polarization of a transmitted
electromagnetic wave. The derivation of absolute electron
densities is not part of this work and therefore for a detailed
description of the experiment the reader is referred to e.g., Mechtly et al. [1967]; Bennett et al.
[1972]; Friedrich [2016].

Fig. 3.4 shows the antennas (yellow tape measure strips) and also PIP on board a sounding
rocket. Those antennas are unfolded until they are perpendicular to the payloads hull.

During launch the antennas are bound to the payload by a wire which is cut during
motor separation. The flexible antennas unfold themselves into their initial position which
is perpendicular to the payload body. The altitude resolution is determined by the spin
rate of the rocket. For typical rates of ∼4 Hz this yield in an absolute electron density value
for each kilometer in vertical direction. To get a reasonable altitude coverage one usually
uses multiple frequencies. Typical frequencies used are 1.3 MHz, 2.2 MHz, 3.883 MHz and
7.835 MHz [Friedrich, 2016].

3.5 Flux Φ Probe Experiment – FIPEX

A relatively new concept developed and operated by the Institute of Space Systems (IRS) of
the University of Stuttgart , Germany is based on solid electrolyte sensors which was first
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Figure 3.5: Measurement principle of the FIPEX sensor [Eberhart et al., 2015].

flown on a sounding rocket in 2013 [Eberhart et al., 2015; Strelnikov et al., 2017]. Golden elec-
trodes are used for the sensor being sensitive to atomic oxygen. Platinum is for molecular
oxygen. A reference electrode with a low bias voltage is placed between anode and cathode.
This electrostatic potential is used to pump oxygen ions through the solid electrolyte. Ma-
terial of the ceramic electrolyte is Yttria Stabilized Zirconia (YSZ). In order to optimize the
conductivity of the ceramic the sensors have to be heated to 500 ◦C. The flowing current
between anode and cathode is proportional to oxygen density. The sensors are calibrated in
the laboratory to obtain absolute densities. The current is sampled with 100 Hz which gives
an altitude resolution of approximately ∼10 m.

3.6 Airglow Photometer

Rocket-borne airglow photometry provides a direct in situ measurement of the chemical com-
position in the mesosphere and lower thermosphere (MLT). The Department of Meteorology
at Stockholm University, Sweden (MISU) has a long history of airglow measurements from
sounding rockets and provides one airglow photometer for the WADIS payload. During
nighttime the photometer measures the emission from the O2 (b1 ∑

+

g -X3 ∑−
g ) atmospheric

band at 762 nm. This emission is related to the photolysis of O2 and a retrieval of O is
possible [Gumbel, 1997; Hedin et al., 2009]. Thus this photometer provide altitude profiles
of O. The neutral air density (and temperature) measurements by the CONE instruments
and accurate information about payload attitude are very important for the analysis of this
data. This photometer concept is based on experience from the Swedish PHOCUS sounding
rocket campaign in 2011.
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Chapter 4

Data reduction and analysis
techniques

In this chapter first of all the data handling is presented. This includes the conversion of
measured quantities like currents into densities and a procedure to estimate the detectable
sizes of MSP, the derivation of electron density residuals and its spectral analysis.

4.1 Charge densities

The measured current onto the sensor of the PD is proportional to the charge density of
particles hitting the sensor electrode. This holds if one assumes that secondary charging is
negligible. This assumption is reasonable, for our case (v < 1000 m s−1, Faraday-cup type
sensor) since

• direct electron secondary emission does not play a role at velocities of ≤1000 m s−1, it
needs velocities larger than 10 000 m s−1 for this effect to matter [Dalmann et al., 1977;
Havnes and Næsheim, 2007]. Dalmann et al. [1977] studied micrometer sized particles
with kinetic energies in range of 50 GeV to 4 TeV. In contrast to that kinetic energies of
MSPs hitting the rocket at 1000 m s−1 are thought to be in the range of 5 eV to 10 keV.

• charging effect for lower velocities (≤1000 m s−1) is thought to have its origin from
particles impacting on a surface at a relatively large incident angle relative to the
surface zenith and carry away electrons or ions leaving the surface. Whatsoever,
since the majority of particle trajectories are perpendicular to the surface this effect is
negligible for the sensor electrode.

• Currents due to photo emission can be neglected during night time in the absence of
Sun light

Analysis of particle trajectories reveals that the kinetic energy decreases rapidly, when the
particles enter shock front of the rocket (reduced by ∼60 %, see Sec. 4.1.1). This is also an
indication that the majority of particles will have low kinetic energy (∼10 to 100 eV) in com-
parison to micro meteoroids when they hit a surface of an instrument, thereby supporting
the arguments above.

The measured current is reduced by particles hitting the grids’ in front of the sensor
electrode. The fraction of lost particles is determined by the grids’ transparency. The initial
current I0 is reduced by a factor of 1 − σ where σ is the cross section of the grid. For the grid
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of the PD σ � 0.26. A schematic of the detector is shown in Fig. 4.1. Since there are two grids

Figure 4.1: Schematics of the PD (i.e. Faraday cup). The two grids G1 and G2 are biased
-3 V and +3 V, respectively. The grey arrows indicate the flow of the dust particles. The dust
current into the cup is reduced by collisions with grids which depends on the grids’ cross
section σ. 1 − σ represents the grids transmissivity and I0 is the undisturbed dust particle
current. Reprinted from Asmus et al. [2013].

the current reaching the sensor electrode is

Is � (1 − σ)2I0. (4.1)

The initial current can be estimated by the simple relation [Havnes et al., 1996]

I0 � eAvRZd Nd (4.2)

where e is the elementary charge, A is the sensor inlet area, vR is the rocket velocity, Zd Nd
is the charge density, the product of the number of charges Zd and particle density Nd .
Inserting Eq. 4.2 into Eq. 4.1 and solving for Zd Nd yields

Zd Nd �
Is

eAvR(1 − σ)2 . (4.3)

One assumption here is that in the reference frame of the rocket all particles move with the
rocket velocity. This is not necessarily the case since particles are slowed down by the shock
front of the rocket and light particles may be significantly slower. However, this uncertainty
is in the order of a factor of 2 which is in the range of the estimated uncertainty of this
measurement. The role of aerodynamics and electrostatic fields will be elucidated in the
subsequent section.

4.1.1 Combined aerodynamic and electrostatic simulations

The velocity of a sounding rocket with an apogee in the lower thermosphere is typically in
the order of 1000 m s−1. Since this is a multiple of the speed of sound (∼300 m s−1) there are
significant aerodynamical effects accompanying rockets flight. A major phenomenon known
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from all objects moving with super sonic velocity is the so-called shock-front. It is a region of
enhanced gas density, temperature and changing velocity components developing in front
of the moving object. All measurements which depend on the air flow onto the instrument
are affected by the shock front. The measured parameters are distorted by the shock front
and hence represent disturbed atmospheric values. However, one can for example derive
the distortions introduced by the super sonic flow. The today most reliable way to estimate
disturbances in density, temperature and velocity fields around the payload is to simulate
them by means of the Direct Simulation Monte Carlo (DSMC) method developed by Bird
[1994]. In the sounding rocket community this technique has widely been used in the
past, e.g., by Gumbel [2001]; Rapp and Lübken [2001]; Hedin et al. [2007]; Plane et al. [2015];
Staszak [2015]. The shape of the shock front depends on the rockets’ speed and payload
configuration as well as ambient air density. For this reason it is necessary to perform a
dedicated aerodynamic simulation for every sounding rocket flight. This becomes even
more important for instruments which are not in a prominent upstream position. The PDs
on board the WADIS-2 payload were placed next to the CONE electronic cylinder. The
PDs were much likely influenced by CONEs shock front. For a detailed description of the
WADIS project and the payload configuration see Sec. 5.1. To get an insight into the altitude
dependence of aerodynamic effects, the simulations were done for four height levels, i.e., for
70, 75, 82, and 95 km. For all simulations the frame of reference is the payload.

Figure 4.2: Forward part of the payload and the section used in the 2d DSMC marked in red.

Since the forward deck is symmetric, half of a cross section was used for the simulation
to reduce computational time and complexity. In this 2d simulation the geometry of the
shielding grids cannot be resolved. Thus, in the first step the cups interior is represented as
a solid body which is a good approximation in terms of flow disturbances in front of the in-
strument. The background parameters such as temperature and velocity for the simulations
were taken from WADIS-2 measurements and are given in Tab. 4.1. The simulations were
performed by means of the free available software DS2V [Bird, 2017]. The simulated velocity
fields of the neutral gas around the forward deck at 70 and 95 km are shown in Fig. 4.3. The
shock front is well defined by the change of the streamline direction. The flow field at lower
heights reveals rapid changes as the gas approaches payload which well defines the edge of
the shock front. Close to the rocket body there are even regions of reverse flow directions.
At 95 km the situation looks different, here the flow almost follows the shape of the payload.
The shock front is not visible here since it is less well defined and rather coarse.
Besides the aerodynamical effects, the detection of charged aerosols is influenced by applied

electric fields for example by shielding grids. Those electric fields can be easily simulated by
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Table 4.1: Boundary conditions for the 2d DSMC.
height [km] temperature [K] density [m−3] velocityx [m s−1]

70 216.14 1.24·1021 1030.0
75 220.34 5.69·1020 971.0
82 233.24 2.04·1020 909.4
95 168.95 2.40·1019 777.5
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Figure 4.3: Velocity field shown by black streamlines at 70 km (left) and at 95 km (right).
Grey shaded area is the payload structure inclusive instruments.
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Figure 4.4: Distribution of electro static potential induced from the PDs outer grids. Grey
shaded area is the payload structure inclusive instruments.

e.g. proprietary software like SIMIONr. The electric field distribution in front of the Fara-
day cup is shown in Fig. 4.4. Here the outer grid is represented as a single electrode biased
at 6 V with respect to the payload body. The isolines show regions of equal potential and the
magnitude is given by the color. The potential rapidly decreases to < 2 V in ∼5 cm distance
from the grids. Furthermore, the shape of the potential distribution is not symmetric due to
the potential of the payload body. The electric field has lensing effects for charged particles,
also known from e.g., ion optics and therefore influence the particles’ trajectory. To asses
the size range of charged particles reaching the outer grid i.e. the particle detector entrance,
trajectories of particles through the distorted flow field have to be derived considering also
the electrostatic forces. This can be achieved using SIMIONr in non vacuum conditions. The
DSMC results were used as background fields (temperature, density, and velocity). Results
of the simulations using two groups of particles are shown in Fig. 4.5 where part of the
rocket body is shown in black, the colored background show the density of ambient air, and
simulated trajectories of the dust particles are shown as white, and red lines for masses of
1000 and 60 000 amu, respectively. As also can be inferred from the neutral gas flow field
shown in Fig. 4.3 the shock front is also present in the density. Since the density of the
atmosphere and the velocity of the rocket increases with decreasing altitude, the shock front
is more pronounced at lower heights. However, the main shock front is formed in front of the
CONE instrument from −0.5 to −0.4 m in the x-direction. Here ram factors, i.e. the ratio of
undisturbed ambient density to those inside the measurement volume, are between 3.5 and 6
near the payload body. It is apparent that at 70 km height (Fig. 4.5c) aerodynamics prohibits
dust measurements even for huge particles with masses of 60 000 amu, which corresponds
to radii of approximately 2.3 nm. As they are more affected by aerodynamics, light particles
are blown away from the PD by the shock front.

To estimate a probability for particles to reach the PD’s outer grid i.e. its entrance, a number
of trajectories were simulated to achieve appropriate statistics. The derived probabilities for
4000 randomly injected particles above the PD are summarized in Fig. 4.6. The y-axis shows
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Figure 4.5: Results of combined DSMC and electrostatic simulations for WADIS-2 payload.
Black area shows the one half of the WADIS-2 front deck. X-axis is along the rockets roll
axis. The position of the particle detector is indicated with PD. Density field derived using
the DSMC for 95, 82, and 70 km. White and red lines correspond to trajectories of particles
with 1000 and 60 000 amu, respectively. Reprinted from Asmus et al. [2017]
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Figure 4.6: Simulated probabilities that particles reach the PD as a function of mass (radius)
for 82 and 95 km. The velocity and background atmosphere correspond to WADIS-2 flight
conditions. The statistics was derived from 4000 particle trajectories. Reprinted from Asmus
et al. [2017].

probability in % that an MSP reaches the PD. The dashed and the dotted lines show results
for 82 and 95 km height, respectively. Here only the cases of 95 and 82 km are shown since the
probabilities for the altitudes 70 and 75 km are zero in the mass range from 0 to 60 000 amu.
The probability was calculated by dividing the number of particles hitting the inlet surface
of the PD by the total number of simulated particles p �

nhit
N .

Besides the influence by collisions with neutral molecules, charged particles are also
influenced by attracting or repelling electrostatic forces. The origin of those electrostatic
fields are the biased electrodes and the shielding grids of the particle detector. Thus, the
applied bias will also limit the minimum detectable particle mass of the PD. This mass can be
estimated, assuming the particles are moving with the rockets velocity by using the energy
conversation law

m
2

v2
R � eU, (4.4)

where U is the grids’ bias of 6 V, e is elementary charge, vR the rocket (particle) velocity, and m
is the mass of a particle. Assuming spherical particles with a mass density ϱ � 3m

4πr3 � 2 g cm−3

one can derive the critical radius rcE at which particles can overcome the electrostatic barrier
is given

rcE � 3

√
3eU

2πϱv2
R

, (4.5)

Typical kinetic energies of MSP are shown in Fig. 4.7 as a function of particle radius and
velocity. The red line indicates the 6 eV kinetic energy level which is necessary for a particle
to overcome the PD shielding grid. For a typical rocket velocity of 1000 m s−1 this yields a
minimum detectable particle radius of ∼0.6 nm. This plot also shows that variation of the
minimum detectable radius due to electrostatic fields is ±0.1 nm for velocity changes around
the typical value of 1000∓200 m s−1. With a velocity profile from the WADIS-2 flight an
altitude dependent minimal critical radius due to electrostatic barrier was determined. In
Fig. 4.8 this is compared with the critical radius of particles able to reach the outer grid due
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Figure 4.7: Kinetic energy of MSP (ϱ=2 g cm−3) as a function of radius and velocity.

to aerodynamics only. The detection limit between 65 to 115 km due to electrostatics is in the
range of 0.6 to 1 nm. As the rockets’ total velocity decreases with altitude, the kinetic energy
of particles decreases and hence the radius of the smallest detectable particle enlarges. The
aerodynamical filtering on the other hand sets in below 95 km. However the aerodynamic ef-
fect dominates below ∼84 km. Below that altitude the critical radius increases exponentially
indicating the dependence on neutral air density. At 70 km particles with radii smaller than
4.5 nm can not be detected. The majority of MSP radii (>99 %) are thought to smaller than
this limit and thus no particle detection by means of the PD is possible below 70 km. This has
also been found by earlier studies [ e.g., Hedin et al., 2007; Strelnikova et al., 2009]. By means
of the additional information about the minimum detection limits of the PD we are able to
make conclusions of the present charged particle sizes during WADIS-2. Above 92 km there
were less than 10 cm−3 of charged particles larger than ∼0.7 nm. Below 75 km there were
less than 10 cm−3 of charged particles smaller than 2.5 nm. 10 cm−3 is the approximate lower
resolution of the PD. Note, that the final critical radius is determined by the combination of
aerodynamic and electrostatic effects. Hence, the critical radii shown in Fig. 4.8 represent
minimum values of undetectable particle radii. Moreover, the detection efficiency of the
particle detector is given by the probability of particles hitting the inner sensor electrode.

Obviously, one has to resolve the instruments mechanical design in the simulations to
also account for filtering by the shielding grids. For this purpose we used 3d simulations to
resolve the detector in detail. For the background density, temperature and density fields a
method by Scanlon et al. [2010] was used, which allows the use of large computer clusters. It
was shown to be appropriate for highly resolved sounding rocket instrumentation by Staszak
et al. [2015]. Despite using a large number of CPUs the simulation still needs a relatively
long time to converge (days to weeks) in contrast to the single core 2d simulations. To
reduce computational time one particular height was chosen to derive the sensors detection
efficiency which is the height of maximum measured dust density i.e. 82 km. There are
several reasons to chose this altitude. First of all, the maximum dust density was measured
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Figure 4.8: Minimal detectable critical radius of particles shown for electrostatic filtering
(solid black line) and by pure aerodynamics (black triangles). Hatched areas show regions
where particle detection is not possible. Grey shaded areas indicate the altitude range where
charged particles were measured and the dotted black line at 82 km marks the measured
density maximum. Reprinted from Asmus et al. [2017].
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Figure 4.9: 3d simulation volume with a part of the CONE electronic cylinder (at x = 0) and
half of the PD cup. The red dots mark the endpoints i.e. impact of particle trajectories with
a mass of 60000 amu.

here and a better understanding of the detector’s size depending detection properties at this
height will be crucial for the estimation of a size distribution described in Sec. 5.8. Secondly,
from Fig. 4.8 we learned that here the effect of electrostatics and aerodynamics should be
nearly the same.

To further decrease the computational effort, we simulated a half of the particle cup plus
20 mm in front of the cup and a part of the CONE electronics cylinder. The initial conditions
for the 3d simulation were taken from the 2d case. This includes the temperature, density
and velocity at the boundary above the PD cup. The orientation of the simulation is shown
in Fig. 4.9, where gray shaded faces indicate instrument or payload surfaces. Additionally,
the impact points of 60000 amu particles are indicated by red dots. It is apparent that almost
half of the particles are hitting the inner electrode whereas the other half hit the inner or
outer grids. This simulation was performed using both, aerodynamics and electrostatics.
Again, 4000 particle trajectories were simulated to keep the statistical error below 1 % and the
probability is calculated counting particles hitting the inner electrode and divide the sum
by all particles simulated. The result is shown in Fig. 4.10 as the dashed dotted gray line.
The theoretical transparency of the grids of 55 % is well reproduced by the simulations. Sur-
prisingly, the detection seems to be more or less independent of the aerodynamics since the
detection efficiency after increasing suddenly between 1.26 and 1.44 nm stays more or less
constant. It appears, that the threshold is due to the electrostatic barrier, which is increased
in contrast to the simplified case given in Eq. 4.5 since the velocity of MSPs is decreased after
the main shock front. The simulation volume in the 3d case includes only the cup of the
instrument and a limited space in front of the cup which are both behind the shock-front.
Some particles are already being blown away by the main shock front and are not able to
reach this volume. Therefore the final detection efficiency of the PD in the WADIS-2 payload
configuration is given by the combination of the 2d and 3d simulation. The result is shown
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Figure 4.10: PD detection efficiency (black solid line) at 82 km as a function of particle mass
(radius) by means of the product of the probabilities of particles reaching the inlet (dashed
gray line) of the PD and its electrode (dashed dotted gray line). Reprinted from Asmus et al.
[2017].

as black solid line in Fig. 4.10. And indeed, the critical radius at 82 km is determined by the
electrostatic barrier given by the shielding grids.

Summarizing the combined simulations of electrostatics and aerodynamics we conclude
that below ∼80 km the influence by aerodynamical effects rapidly increases and prevents
even huge (∼4.5 nm) particles from being detected at altitudes around 70 km. If one would
neglect the aerodynamic effect the critical radius would only slightly increase below 100 km
as seen in Fig. 4.8. However, since aerodynamic effects play an important role at altitudes
below 80 km it is indispensable to perform aerodynamic simulations to obtain detection
efficiencies. The procedure of the simulation was as follows. First of all the flow onto
a larger part of the rocket payload was simulated. Due to computational limitations this
was performed in 2d. In a second step the results of the 2d simulation were used to feed
a detailed 3d simulation of the sensor and its nearest surrounding. The third step was a
electrostatic simulation for the larger and the smaller volume in non vacuum conditions
using the resulting fields of the aerodynamic simulations. In the last step particle trajectories
were calculated for both large and small volume. In the large volume case the particles
reaching the detector entrance were counted whereas in the detailed simulation we count
the particles reaching the sensor surface inside the cup. From this the detection efficiencies
for both cases were calculated and combined by multiplication to a final detection efficiency
of the Instrument for the WADIS-2 flight.

• The 2d simulation gives:

1. Radii of particles which are transported out of the PD inflow.

2. Neutral Density and Temperature. Particle velocity in front of the PD.
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• From the 3d simulation we obtain the sizes of particles which are stopped by the shiel-
ding grids and which reach the sensor electrode.

• The combination of both gives the detection efficiency of the instrument in the WADIS-2
configuration.

The particles detectable sizes by the particle detector are now well defined for 82 km. That
is, the PD current at 82 km is produced by MSP of r & 1.44 nm. The DMSC method derives
macroscopic parameters for each grid cell by averaging over the particles in the cell, e.g.,
calculating the mean temperature of the particles in one grid cell. The derivation of mean
values is reasonable after the simulation converges, i.e„ the number of simulated particles
converges. Hence, the uncertainty of the macroscopic parameter is determined on the one
hand by the number of particles in the grid cells and on the other hand by the statistical
uncertainty of the number of particles to be simulated. It was shown qualitatively that
simulation results are in agreement with wind tunnel test by Gumbel [2001]. We therefor
assume that the uncertainty of background fields derived from DSMC are negligible for the
calculation of critical radii.

4.2 Electron density from an electrostatic probe - CONE

The CONE instrument is at the same time both an ionization gauge and an electrostatic
probe. The outer grid of the sensor seen in Fig. 3.1 is positively biased to 6 V or 3 V Giebeler
et al. [1993]; Asmus et al. [2017]. The current to the probe depends on the thermal speed of
electrons

vth �

√
8kBTe

πme
, (4.6)

where the electron temperature Te is assumed to be equal the ambient temperature. Thus,
the current due to the thermal speed of electrons is

I0 �
1
4

eNe vth (4.7)

Neglecting the inhomogeneities of the electric field produced by the gridded structure of the
probe one may write the current to a spherical probe as [Friedrich et al., 1997; Friedrich, 2016]

I � I0A
(
1 +

eV
kBTe

)
(4.8)

where A � 4πr2(1 − Tr) is the grids surface, r � 3.2 cm its radius and Tr ≈ 0.9 the grids
transparency. The potential of the probe seen by an electron is the sum of probe potential
plus the payload potential

V � Vprobe + Vpa yload . (4.9)

Solving Eq. 4.7 for Ne using Eq. 4.8 and 4.9 yields

Ne �
4I

eAvth

(
1 +

eV
kBTe

) . (4.10)

Eq. 4.10 can be used to estimate the electron density. This can be done assuming a payload
potential. However, since the payload potential is usually neither known nor constant over
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time/height the result still represents a relative electron density. An absolute profile can be
obtained by normalizing the relative density to the electron density of the Faraday rotation
experiment since it is the technique that provides absolute electron densities. To account
for the change in the payloads potential with altitude one might use an altitude dependent
polynomial function to obtain an altitude dependent normalization factor.

4.3 Positive ion densities from a gridded sphere - PIP

-Ubias

A

Figure 4.11: Schematic
of a gridded sphere po-
sitive ion probe.

As mentioned in Sec. 3.1 the positive ion probe (PIP) is an elec-
trostatic probe consisting of a spherical probe surrounded by a
grid. The inner probe is biased to −6 V attracting positive ions and
repelling electrons whereas the surrounding grid is at payload po-
tential. The ion flux to the probe is on the one hand determined by
the rocket’s velocity vR which is on the order of 1000 m s−1. On the
other hand also the thermal velocity vth of the ions is important
since it is on the order of ∼300 m s−1 and therefor comparable to
vR. The ion thermal velocity is defined as

vth �

√
8kBT
πmi

, (4.11)

where T is the ions temperature and mi its mass. The current due
to the ions’ thermal motion is then

I0 � απr2
0 eNi vth , (4.12)

where α is the grid’s effective cross section (1 for a solid sphere;
1 − tr for grids, where tr is the grids transparency), r0 is the inner probe radius, e is the
elementary charge and Ni is the positive ion number density. Finally the total current to the
probe is defined as [Folkestad, 1970]

I � I0

(
1
2

exp (−t2) +
√
π

(
t
2
+

1
4t

)
erf(t)

)
. (4.13)

Here t � 2vR
vth

√
π

and erf(t) � 2√
π

∫ t
0 exp (−p2)dp is the so-called error function. The current to

the probe also depends on the payload potential. The larger the probes surface is the less
prominent is this influence since the return current of positive ions is larger. Positive ions
entering the inside of the probe are attracted to the inner sensor. Only ions with masses
below a certain limit can reach the sensor. Ions with larger masses will be dragged out of
the probe due to inertia. The critical mass can be estimated following Folkestad [1970] by

mcrit �
2Vb e

v2
R

((
r1
r0

)2
− 1

) , (4.14)

where Vb is the applied bias to the inner probe with respect to the payload potential and r1
is the radius of the outer grid. For a bias Vb = 6 V, a rocket velocity vR = 1000 m s−1 and a
ratio r1

r0
= 1.25 this will lead to a critical mass of ∼2000 u.

This design was and is still used in a variety of versions [e.g., Blix et al., 1990; Asmus et al.,
2015a]. With a sufficient spatial resolution and sensitivity this instrument can also be used
to obtain small scale fluctuations [Blix et al., 1990; Strelnikov et al., 2006].
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4.4 Neutral and plasma fluctuations

Density fluctuations are represented by the variation of the density around its mean value,
the residuals. The residuals are generally defined as [Lübken, 1993; Strelnikov, 2006]

rϑ(t) �
Nϑ(t) − ⟨Nϑ(t)⟩

⟨Nϑ(t)⟩
�
δNϑ(t)
⟨Nϑ(t)⟩

, (4.15)

where N(t) is the density, ⟨N(t)⟩ is the reference density derived as a e.g., running mean,
⟨...⟩ denotes spatial averaging, and subscript ϑ refer to neutrals, electrons, positive ions and
charged aerosols, respectively. If density is direct proportional to a measured current Iϑ(t)
the residuals can also be written as

rϑ(t) �
δIϑ(t)
⟨Iϑ(t)⟩

�
δNϑ(t)
⟨Nϑ(t)⟩

(4.16)

An example of the derivation of residuals is illustrated by Fig. 4.12. In the left panel measured
electron density Ne(t) and its mean profile ⟨Ne(t)⟩ are shown. By means of Eq. 4.16 and
multiplied by 100 one obtain residuals in percent which are shown in the right panel of
Fig. 4.12.
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Figure 4.12: Left panel: Measured electron density in grey and the mean/trend profile in
black. Right panel: Fluctuations around the mean profile.

By transforming the residuals into frequency space by means of e.g., a Fourier or Wavelet
transform one can get an insight of the energy at a certain frequency or scale [Strelnikov et al.,
2003]. If the fluctuations in the tracer are caused by turbulent processes the energy spectrum
has a distinct shape and can be described by a theoretical model. By fitting a theoretical
spectra to the measured data one can obtain physical parameters. This method is described
in more detail in Sec. 2.1.2. In the next section the connection between particle size and
Schmidt number will be described.

4.5 Particle radii from Schmidt number

Lübken et al. [1998] found that in Summer under the condition that there are more charged
particles than electrons (see relation 2.36) the Schmidt number is related to the particle radius
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by
Sc � 6.5 · r2

d (rd in nm). (4.17)

However, this is valid only for particles much larger than the mean neutral molecule radius,
as will be shown later in this section. As mentioned in Sec. 2.2.1 there are two expressions
of diffusivity depending on the dominating interaction model. For particles smaller than
the transition radius rtr , which is approximately 0.45 nm, the polarization interaction is
dominating. In this case the diffusion coefficient is indirectly related to the particle radius
via the particle mass which (assuming spherical particles) is given by

md �
4π
3
ϱr3

d (4.18)

with the MSP radius rd and its mass density ϱ � 2 g cm−3. Using Eq. 2.7, 4.18, 2.29 and 2.36
one can derive the particle radius as a function of Sc.

Sc �
ν

DP
d

�
νNnZe

9.05 · 105kbT

√ παµn

ϵ0

(
mn
md

+ 1
) (4.19)

Using Eq. 4.18 and solving for rd gives

rP
d � 3

√ 3
4πϱ

mn(
ν

Sc CP

)2
− 1
, (4.20)

where CP �
9.06 × 105kBT

Nn |Za |e

√
ϵ0
παmn

. The diffusivity Dd can be described by a hard sphere model
for particles with rd > rtr [Cho et al., 1992]. Using the definition of Dd given in Eq. 2.28 and
inserting into Eq. 2.36 yields

Sc �
8
3
νNn

√
2πmn

kBT                        
CH

(rd + rn)2√
1 +

mn
md            

r2
e f f

� CH · r2
e f f , (4.21)

where ν is the kinematic viscosity of air and re f f is an effective radius. CH can be calculated
using in situ measurements of density and temperature, re f f can be derived for each Schmidt
number by means of

re f f �

√
Sc
CH
. (4.22)

The coefficient CH can be compared to the constant found by Lübken et al. [1998]. For WADIS-
2 conditions CH is around 8±0.1 nm−2 between 80 and 85 km. This is slightly higher than the
value of 6.5 found for Summer conditions by Lübken et al. [1998] which can be attributed to
the different densities and temperatures. The mean charged particle radius, however, is the
parameter which we are interested in. For re f f & 0.4 nm the functional behavior between
rd and re f f can be approximated by a linear equation of the form rd � a · re f f + b. This
can clearly be seen in Fig. 4.13. The functional behavior of r2

e f f �
(rd+rn)2√
1+mn/md

is shown by the

blue and linear fit by the green line. It is apparent that for small particles the ratio md/mn
becomes important. The fitted linear equation for rH

d in nm reads
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Figure 4.13: The blue line shows the MSP radius rd as a function of the effective radius re f f .
A linear fit is show by the green line. Reprinted from Asmus et al. [2017].

rH
d � 0.992 · re f f − 0.154. (4.23)

The mean charged particle radius at a given height is derived as

rH
d � 0.992 ·

√
Sc
CH

− 0.154

� 0.992 ·

√
3Sc

8νNn

√
kBT

2πmn
− 0.154. (4.24)

We now can calculate the mean charged particle radius for both, polarization and hard
sphere interaction. In addition, since we use derived Schmidt numbers for the radii deriva-
tion it is necessary to calculate the transition Schmidt number to define whether to use the
polarization or the hard sphere interaction model. The transition can be found using Eq. 2.7
and 2.30,

Sctr �
ν

DH,P
d (rtr)

. (4.25)

Since DH
d (rtr) � DP

d (rtr), the definition of the diffusion coefficient for either polarization or
hard sphere interaction can be used. Where DH

d is the diffusion coefficient of dust in the hard
sphere regime and DP

d in the polarization regime. Sctr is the corresponding Schmidt number
to the particle radius at which transition between polarization and hard sphere interaction
occurs.
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Chapter 5

Results 1: WADIS-2 campaign

In this chapter the results of thesis are presented. In situ measurements of neutral and
charged components conducted during the second campaign of WADIS ("WAve propaga-
tion and DISsipation in the middle atmosphere: Energy budget and distribution of trace
constituents") project were analyzed. Some of the results were also published in Asmus et al.
[2017] and are reproduced here in a revised form. The chapter is structured as follows.
First a brief overview of the project is given which then is followed by the presentation of
background conditions into which the sounding rocket was launched. Subsequently, instru-
mental properties of the particle detector on the WADIS-2 payload are analyzed. In what
follows, the derivation of charged particle density is presented and afterwards small scale
structures in neutrals and electrons are studied. From those density fluctuations particle
parameter are deduced. A charged particle size distribution is derived by combining results
of charged particle, electron, positive ion and neutral measurements in the following section.
In addition, by means of the measured parameters the reason for absence of coherent radar
echoes at λ 1

2
� 2.8 m is investigated.

5.1 The WADIS project

WADIS stands for "Wave propagation and dissipation in the middle atmosphere: Energy
budget and distribution of trace constituents" and was a research project initiated by the
Leibniz Institute of Atmospheric Physics (IAP) in partnership with the Institute of Space
Systems (IRS) in Stuttgart. Additional contributions came from Austria, Sweden, the USA,
and Norway. In the course of this project two instrumented sounding rockets were launched
in two field campaigns conducted at the Andøya Space Center (ASC) in northern Norway
(69◦N, 16◦E). The first campaign was conducted during PMSE conditions in June 2013 whe-
reas the second campaign took place in a pure winter state of the atmosphere in March 2015
[Asmus et al., 2017]. The project was devoted to the investigation of gravity waves (GW),
their dissipation and their influence on trace constituents. Both rockets were identically
equipped and the arrangement of instruments is shown in Fig. 5.1. Two CONE instruments
(for a detailed description see in Sec. 3.1) were on board the payload, one on the forward and
one on the aft deck enabled the measurement of highly resolved densities of electrons and
neutrals on up- and downleg. On the forward deck there were also two particle detectors
from IAP (detailed description see Sec. 3.3), catalytic sensors (FIPEX, forward and aft deck)
by IRS and photometers by the Department of Meteorology of the Stockholm University
(MISU), Sweden. Positive ion probe (PIP), the wave propagation experiment both operated
by the Graz University of Technology (TUG), Austria, and an electrostatic probe operated
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Figure 5.1: WADIS payload configuration with its instruments (corresponding institution
abbreviation): CONE (IAP), FIPEX (IRS), two PDs (IAP) and two photometer (MISU) on
the foward deck (FWD) and a wave propagation experiment/ Faraday antennas, PIP (both
TUG), LP (ERAU) and CONE on the aft deck (AFT).

Table 5.1: WADIS payload instrumentation.
Instrument Parameter Institution

CONE (NP) absolute neutral
density

IAP

CONE (EP) relative electron
density

IAP

PD charged aerosols IAP
FIPEX atomic oxygen

density
IRS

PIP relative positive
ion density

TUG

Wave prop. absolute electron
density

TUG

Photometers atomic oxygen
density

MISU

EP relative electron
density, neutral
aerosols

ERAU

by Embry-Riddle Aeronautical University, USA was mounted on the rear deck of the pay-
load conducting measurements during up- and downleg. Tab. 5.1 gives a short overview
of the instruments, the measured parameter and the corresponding responsible institution.
Detailed information on the project, as well as the WADIS-1 flight can be found in Strelnikov
et al. [2017].

In the frame of the present work the focus lies on the WADIS-2 in situ measurements. The
instrumented sounding rocket was launched on March 5th, 2015 at 01:44 UT. The trajectory
of the flight is shown in Fig. 5.2. The orange shaded faces show the Norwegian coast, the
black solid line is the relevant altitude range of measurement. Red dots indicate altitudes
and corresponding time of flight. The green dotted line indicate the zenith over the launch
pad.

Subsequently, the results of measurements of mesospheric dusty plasma during WADIS-2
sounding rocket campaign are presented. First, a brief overview of the atmospheric state
during the campaign is given including measured parameters by remote sensing techniques.
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Figure 5.2: Trajectory of WADIS-2 launched on March the 5th 2015 at 01:44 UT from the
Andøya Space Center.

5.2 Atmospheric background

Since the main aim of WADIS was the investigation of gravity waves good launch conditions
required the observation of GW. The ionospheric state was of minor importance. To classify
the conditions in the mesosphere and lower ionosphere during the launch it is necessary to
look at parameters such as geomagnetic activity, winds and temperatures. The geomagnetic
activity is characterized by e.g., the K-index, high energetic proton or X-ray flux. The
planetary or Kp-index is derived using the standardized K-index. It is divided into integers
in the range of 0 .. 9 and obtained from different magnetic observatories and gives qualitative
impression of the geomagnetic activity [Bartels et al., 1939]. For the time around the WADIS-2
launch the K-index for the Tromsø region is shown in Fig. 5.3. The values found for K-index
are in the range from 0 to 5. The launch itself was at a time of a low K-index of 1 shortly after
a higher geomagnetic activity. Having said this, one does not expect high ionization rates
due to particle precipitation in the D-region.

In addition to the in situ measurements, there were also remote sensing instruments in-
volved into the campaign. Active instruments like radars need fluctuations in the radio
refractive index which in the mesosphere is solely determined by the electron density [Skol-
nik, 2008]. For VHF radars mesospheric echoes due to coherent scattering processes at the
Bragg scale which is half the radar wavelength. Next to the launch facilities on Andøya
there is the Middle Atmosphere Alomar Radar System (MAARSY) which monitors the MLT
region for coherent radar echoes (λ 1

2
�2.8 m) [Latteck et al., 2012]. A quantitative information

about the strength of radar backscatter is the signal-to-noise ratio (SNR). Fig. 5.4 shows the
SNR as a function of time and altitude for March the 5th 2015, the day of launch of the
instrumented sounding rocket. Around the launch time of the rocket (01:44 UT) there were
no radar echoes. From statistics of polar mesospheric winter echoes (PMWE) it is known
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marks the time of the rocket launch.
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Figure 5.4: MAARSY signal-to-noise ratio as a function of time and altitude from 4th to 5th

of March, 2015. The vertical white line indicates the launch of the instrumented sounding
rocket. Data courtesy of Ralph Latteck.

that their occurrence has a maximum around noon and is minimal during night time as they
are highly depending on electron density [Zeller et al., 2006; Latteck and Strelnikova, 2015].

Besides the observation by radar there were also measurements by the ALOMAR RMR-
lidar and the mobile IAP-Fe-lidar which yield e.g., temperature profiles [von Zahn et al., 2000;
Lautenbach and Höffner, 2004].
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Figure 5.5: Temporal evolution of temperature above ALOMAR as a function of altitude in
the night from 4th to 5th of March, 2015, deduced from RMR and Fe lidar data. The black
dashed line marks the launch of the instrumented sounding rocket. Data courtesy of Gerd
Baumgarten and Josef Höffner.
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Combining RMR- and Fe-lidar measurements tem-
perature profiles of the whole middle atmosphere.
The temporal evolution of temperature around the
WADIS-2 launch is shown in Fig. 5.5. There
are tidal features especially between 60 km to 100 km
indicated by wavelike structures with a horizon-
tal wavelength of approximately 8 h and amplitu-
des up to ∼30 K. High temperatures coincide with
high OH-emission which is due to a temperature
dependent emission rate [e.g., Wallace and Wallace,
1962].

Notably, the rocket passed MLT region while a tempera-
ture enhancement was present between 80 and 90 km. This
can be seen in a smoothed temperature profile from the li-
dars shown in Fig. 5.6. Those temperature enhancements
are thought to originate from nonlinear interactions between
gravity and tidal waves [e.g., Meriwether and Gerrard, 2004].
Moreover, the so-called mesospheric inversion layers (MIL)
were also found to coincide with regions of enhanced neu-
tral turbulence [Szewczyk et al., 2013]. Notably, there is a
relative obvious signature of the 8 h tide in the lidar tempe-
rature measurements. Hence, the temperature enhancement
in this case is caused by tide rather then by the creation by
turbulence as proposed by Szewczyk et al. [2013].

Finally, we look at the mesospheric winds obtained by the ALOMAR sodium-Weber lidar
which is a resonance fluorescence lidar and is described in detail by She et al. [2002]; Arnold
and She [2003]. The results of Na-lidar wind measurements are displayed in Fig. 5.7 also
show tidal signatures as have been found in the temperatures. The wind speeds between 80
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and 90 km are in the range of−50 m s−1 to 25 m s−1. Larger amplitudes are found above 90 km.
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Figure 5.7: Temporal evolution of zonal wind above ALOMAR as a function of altitude in
the night from 4th to 5th of March, 2015, deduced from Na-Weber lidar data. The black
dashed line marks the launch of the instrumented sounding rocket. Data courtesy of Bifford
P. Williams

Conclusions from the background conditions are summarized hereafter. Geomagnetic
activity indicates that the ionosphere was in a moderate state. The MAARSY radar did
not detect any radar echoes during the launch as well as several hours before and after
the launch. Temperature and wind measurements by lidars show strong tidal signatures
superposed with lower gravity wave activity.
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5.3 Heavy charged particles

Charged aerosols were measured by two identical PDs, placed 180° on the forward deck (see
Fig. 5.1 or 4.2).

In this section the current analysis is shown for the particle detectors. The procedure
is the same for both instruments. Fig. 5.8 shows raw current measured by the PD1 & 2
as grey noisy profile. To reduce noise level produced by the electronics, a running mean
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Figure 5.8: WADIS-2 05.03.2015 01:44:00 UT Left panels: Conversion from raw current to
charge density for PD1. a): Raw current (gray) and the interpolated trend (red). Green is the
smoothed raw current. b): Raw current subtracted by the interpolated trend from the upper
panel. Running mean over 50 values (green) and the maximum current per spin (red dots).

over 50 values was applied and the result is shown in Fig. 5.8 by the green line. First of
all it appears that both instruments detected a layer being qualitatively in good agreement
in terms of altitude range and shape. This is a strong indication that the detected signal
is not only an instrumental effect. The PDs were mounted next to the CONE electronic
cylinder on the payload’s forward deck. Due to an in terms of aerodynamics unfavorable
position on the payload the PD-currents are inevitably modulated by the spin frequency of
the rocket. This modulation is due to aerodynamics which resulted in periodically changing
shock front ahead of the PD. This influence is demonstrated in Fig. 5.9, where an altitude bin
of 1 km is shown. The two symmetrically mounted PDs show sinusoidal spin-modulation
with clear anti-correlation. When the detectors are faced to the flow, they show maxima
in the measured currents. When the PDs are in the shadow, they reveal minimum values,
which depend on orientation of the payload relative to velocity vector of the rocket.
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Figure 5.9: Smoothed PD currents (dashed: PD1, dashed-dotted: PD2) as a function of
altitude. Reprinted from Asmus et al. [2017].

From this aerodynamical reasoning we consider the maxima of the spin-modulated cur-
rents for each spin period as the most representative value for the density measurements
of the charged MSP. Thus, to derive the charge density based on Eq. 4.3, we pick the local
maximum in each spin period from the smoothed green profile. The resulting values are
shown in Fig. 5.8 by the red dots. Hence, the altitude resolution of the absolute density
measurements by the PDs is limited to the spin rate of 3.27 Hz, i.e. to ∼300 m. The maximum
currents per spin period can now be used to derive charge densities applying of Eq. 4.3 given
in Sec. 4.1. In the next section the result of this derivation is presented together with the
results from the wave propagation experiment and the positive ion probe.

5.4 Densities of plasma constituents

Fig. 5.10 summarizes the plasma density measurements. The charged dust density obtained
from the PDs (see Sec. 5.3) are shown in the left panel. The green and black lines, represent
PD1 and PD 2 measurements, respectively. Both instruments detected a pronounced layer of
negatively charged MSPs. The shape of the layers is remarkably similar, despite there is sys-
tematic offset by a factor of 1.3 of the current measured by PD 1 relative to PD 2. This is due to
a lower sensitivity of PD 1 electronics and therefore the green curve is scaled by the offset va-
lue. The maximum density can be found around 82 km and revealed a value of −224 e cm−3.
Electron density obtained by the wave propagation experiment (see Sec. 3.4) and positive
ion density measured by PIP (see Sec. 3.1 and 4.3) is shown in the right panel of Fig. 5.10. As
already mentioned in Sec. 3.4, the wave propagation experiment is not influenced by payload
charging effects. Thus, they are considered the best absolute electron density values though
with poor altitude resolution. If the negative charge species are represented by free electrons
only, quasi neutrality for the ionosphere requires that positive ion density equals electron
density. This holds for the ionosphere above ∼100 km [Friedrich et al., 2011, 2012]. Using this
approach, one can normalize measured relative positive ion density above ∼100 km altitude
which was done in this case at 104 km. The resulting absolute positive ion density is shown
by the solid black line the right panel of Fig. 5.10. Below 104 km the electron density is
decreasing more rapidly than the positive ion density. Hence, there is an increasing dis-
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crepancy between both. This indicates strikingly that at these heights the charge balance
between electrons and positive ions is not fulfilled. The difference is larger than one order
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Figure 5.10: Left: Charged MSP profiles measured by the two PDs. The density of PD 1
(green) is multiplied by 1.3. Right: Absolute electron density (red) and positive ion density
(black) measured by the wave propagation experiment and PIP, respectively.

of magnitude at 85 km. At least between 75 and 92 km this discrepancy can be attributed to
the presence of heavy charged MSPs (left panel in Fig. 5.10). However, the absolute value
of this discrepancy between electrons and ions is not reproduced by the PD measurements
(Ni −Ne ∼ 1 × 104 cm−3 , Nd ∼ 1 × 102 cm−3) which is due to the particle detection efficiency
described in Sec. 4.1.1. By means of the combined aerodynamic and electrostatic simulations
it was shown that the PDs were not able to detect small MSPs (r < 1.44 nm at 82 km). Hence,
the missing charge is thought to be on MSPs which are smaller than the detection limit of
the PDs.

MSPs are thought to consist of metal rich silicates or iron oxides [Saunders and Plane,
2006; Saunders et al., 2010]. As these materials include iron atoms comparing the measured
charged MSP density and the mesospheric iron density measured by resonant fluorescence
lidar is of great interest. The existence of iron atoms in altitude ranges where also MSPs are
present supports the assumption that iron is part of MSP material. Fig. 5.11 shows both,
iron density in the left and charged MSP density in the right panel. The atomic iron layer is
located between 78 and 100 km. Its maximum density exceeds 1 × 104 cm−3 around 82 km.
The layer has a second density maximum at ∼93 km and has a steep negative gradient above
that height. At the lower edge of the layer atomic iron density decreases even more rapidly.
The maximum iron density coincides with the peak density of the measured charged MSP.
This is yet another experimental evidence that iron is part of MSP material. However, the
shape of the iron layer is not reproduced by the charged MSP density which is possibly due
to instrumental effects like aerodynamic and electrostatic filtering. Interestingly, the charged
MSP layer expands to lower altitudes compared to the iron layer. Since the metal layer has
its origin in ablated meteoroids one can use the iron density profile to estimate the meteor
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ablation peak height. This will become useful in Sec. 6.5. Sodium densities (not shown
here) were measured during WADIS-2 by lidar. However, sodium is thought to be no major
constituent of the MSP material and hence results are no shown here.
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Figure 5.11: Left: Atomic iron density obtained by resonant fluorescence lidar measurements.
Right: MSP density obtained from PD 2. Fe data courtesy of Josef Höffner.

5.5 Small scale fluctuations
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Figure 5.12: Residuals of electron (black) and neutral (blue) density measured during the
upleg of WADIS-2 flight (05.03.2015 01:44:00 UT).
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In this section fluctuations of neutral- and electron density are presented. In Fig. 5.12 the
residuals of electron (CONE EP) and neutral (CONE NP) densities between 78 and 85 km are
shown.

The electron density fluctuations are larger compared to the neutral density fluctuations
by a factor of approximately 5. Plasma fluctuations are usually larger than fluctuations in
the neutral gas since the scale heights of neutrals and electrons are not equal (He , Hn).
This has also been shown by measurements e.g., Lübken et al. [1994] and Thrane et al. [1994].
There are similar structures in the fluctuations of both electron and neutral density. Notably,
the structures are in anti phase which means a region with decreased electron density
corresponds to an increased neutral density. This is in agreement with previous rocket
measurements conducted in the vicinity of PMSE [Lübken et al., 1994].

A useful tool to visualize the structures in density fluctuations is to look at their wavelet
transform [Torrence and Compo, 1998; Strelnikov et al., 2003]. Figs. 5.13 and 5.14 show in left
panels the altitude profile of the residuals of electron and neutral density, respectively. In
right panels the power spectral density obtained from wavelet transform as a function of
spatial scale and altitude is illustrated. It is apparent, that starting at 78 km electron density
fluctuations become larger and show well defined structures around 79, 82 and 83 km.

−15 15

residuals [%]

70

75

80

85

90

95

100

al
ti
tu
d
e
[k
m
]

101102103104

spatial scale [m]

Electrons
WADIS-2 2015-03-05 01:44:00 UT

10−7

10−6

10−5

10−4

10−3

10−2

P
S
D

[1
/H

z]

Figure 5.13: Left: measured electron density fluctuations (residuals) of the forward CONE
EP from the upleg part of the WADIS-2 flight. Right panel: Wavelet power spectrum of the
residuals. The wavelet transformation was performed using a 12th order Morlet wavelet.
Reprinted from Asmus et al. [2017].
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Figure 5.14: The same as Fig. 5.13, but for neutral density. Reprinted from Asmus et al. [2017].

Layers of enhanced fluctuations in electron and neutral density are present at the same
altitudes as also seen in Fig. 5.12. Since the measurements were conducted in both the
same space and time, they describe the collective motion of dusty plasma which is a striking
advantage of the measurement technique. Moreover, from the spectral behavior of these
fluctuations we can derive the energy dissipation rate and thereby the Schmidt number.
This is described in the subsequent section.

5.6 Spectral analysis

The wavelet spectra presented in Sec. 5.5 were further analyzed using the method described
in Sec. 4.4. Fig. 5.15 shows spectra of electron and neutral density fluctuations at 82 km
and the corresponding theoretical models fitted to the data. The power spectrum of the
electron density fluctuation is extended to smaller scales by approximately 10 m than the
neutral density fluctuation power spectrum. Fitting the theoretical D&K-spectrum [Driscoll
and Kennedy, 1985] to the electron density fluctuation spectrum yields a Schmidt number of
4.2±1.4 . At higher frequencies f & 150 Hz the power spectral density is determined by the
instrumental noise (grey lines). In the case of electron density measurements there is a peak
around 200 Hz which may be linked to a feedback of data storage on an SD-card. The noise
of the neutral density measurements is flat and has no distinct peaks.

As exemplary shown in Fig. 5.15 energy dissipation rates and Schmidt numbers were
derived for numerous height bins. The results are shown in Fig. 5.16.
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At 83 km or between 79 and 80 km larger Schmidt numbers coincide with smaller ε-values.
On the other hand there are also layers where increased ε-values accompany increased
Schmidt number e.g. at 82 km. Yet, there is no clear evidence that turbulence correlates with
electron Schmidt number. This will be further discussed later in Sec. 7.4 of Chap. 7.

However, to clarify whether the ε-values are exceptional or not let us compare to a mean
winter profile given in Lübken [1997]. Fig. 5.17 shows both profiles, WADIS-2 as red and
mean winter as blue line. Indicated by the dashed black line is the minimum dissipation rate
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Figure 5.17: Turbulent energy dissipation rate measured in situ during WADIS-2 in red and a
mean winter profile also from in situ measurements in blue [Lübken, 1997]. The black dashed
indicates theoretical minimum dissipation rates (εmin ≈ ν

N2 ).

which is approximately ν
N2 since in the atmosphere turbulent diffusion cannot be smaller

than molecular diffusion [Lübken, 1993]. Apparently, below 77.5 km the ε-values measured
during WADIS-2 are approximately one order of magnitude larger in their maximum values
than the winter mean indicating high turbulent activity here. The measured values reveal a
large variability of turbulent energy dissipation rates in comparison to the mean profile. To
assess the spatial scales down to which density fluctuations of neutrals and electrons were
structured the inner scales lH

0 , l
D&K
0 were derived (see Sec. 2.1.2.1 and 2.1.2.2). In addition

the Kolmogorov microscale ηKol and the Batchelor scale ηBa were calculated to find the spatial
scale where all turbulent energy was dissipated. All scales are shown in Fig. 5.18, where ηKol
and ηBa are shown by blue and orange lines, respectively.

The scale where molecular diffusion starts to destroy turbulent structures is defined by the
inner scales. This transition is nearly the same for electrons and neutrals at scales between
approximately 20 and 80 m. All structures were destroyed by molecular diffusion between
approximately 3 and 10 m. Hence, there were no turbulent structures at the radar Bragg
wavelength present.

In the next step we relate the derived Schmidt numbers to charged MSP radii as done by
Lübken et al. [1998] for charged ice particles in summer. We will therefor use the theory of
Cho et al. [1992] briefly summarized in Sec. 2.2.1 and adapt the idea of Lübken et al. [1998] to
obtain MSP radii. The derivation and limitation of this method are discussed in section 7.2.
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5.7 Mean particle sizes

As a final result, Schmidt numbers, derived mean charged particle radii and the correspon-
ding transition between polarization and hard sphere interaction is shown in Fig. 5.19. In
the left panel red dots indicate derived Sc from electron density fluctuations and their un-
certainty is given by black error bars and gray shaded area, respectively. The orange dashed
line marks the transition Schmidt number. Apparently, the derived Schmidt numbers are
on the order of the transition Schmidt number of which some are significantly larger than
one. The right panel of Fig. 5.19 shows calculated charged particle radii (green dots) using
Eq. 4.20 for Schmidt numbers smaller than Sctr and Eq. 4.24 for larger Sc. The uncertainty is
given by black error bars and gray shaded areas, respectively. The derivation of uncertainties
is given in the Appendix D. The particle radii represent mean radii of the charged particle
ensemble [Lübken et al., 1998]. For a maximum Schmidt number of 6.6 and a minimum of 1.0
the corresponding mean radii are 0.75 and 0.08 nm, respectively. For the derivation of mean
radius for the maximum Schmidt number the hard sphere case (Eq. 4.24) and for the mini-
mum Schmidt number the polarization interaction case (Eq. 4.20) were used. These values
indicate that the majority of the charged MSPs were not detected PD due to the aerodynamic
and electrostatic filtering. Nevertheless, this supports the assumption that the difference
between electrons and ions are at least above 80 km can be explained by negatively charged
primary small MSPs.

MSPs are growing from ablated meteoric material. There is a continuous input of mete-
oroids into the Earth’s atmosphere. Hence, MSP will be existent in a variety of sizes which
can be described by a size distribution function. For neutral MSPs the shape of distribution
is thought to be log-normal like [e.g., Megner et al., 2006]. However, the distribution function
for charged MSPs is still unknown and yet not directly measured. In the next section we
assess the width of an assumed distribution function based on the simultaneous common
volume in situ measurements described above.
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Figure 5.19: Left: Schmidt number as a function of altitude obtained from fitting the D&K
theoretical model (red dots). For orientation Sc � 1 is marked by the black dashed line and
the transition of polarization and hard sphere interaction by orange dashed line Sctr . The
black bars and grey shaded areas indicate the error of the Schmidt numbers (see text for
details). Right: Mean charged particle radius (r ∼

√
Sc) obtained from Schmidt numbers

(green dots). The orange dashed line indicate again the transition between polarization and
hard sphere interaction. Error bars are given in black and grey shaded areas (see text for
details). Reprinted from Asmus et al. [2017].

5.8 Estimate of a particle size distribution

Model calculations show that neutral MSP size distribution can be described by log-normal
like distributions [Megner et al., 2006; Plane et al., 2014]. Furthermore, recent works in the MLT
research also make use of log-normal approaches when it comes to particle size distributions
[e.g., von Cossart et al., 1999; Berger and von Zahn, 2002; Yamamoto, 2014; Bailey et al., 2015;
Rusch et al., 2016]. However, the charged particle size distribution is mainly influenced by
two properties. First of all the reservoir of neutral MSP available to be charged and secondly
the charging rate of particles which is proportional to r2. For smallest particles .1.5 nm the
probability of to the MSP attached electrons remain on the MSP is not necessarily one but
smaller [e.g., Megner and Gumbel, 2009; Plane et al., 2014; Baumann et al., 2015]. As neutral
MSPs around 80 km have the largest densities at smallest radii the charging process will lead
to a shift of the distributions mean value [Megner et al., 2008]. The shape of the distribution
function is assumed to remain log-normal. Thus, MSP size distribution function is defined
as

f (r) � Nd−
√

2π ln σ(r − λ)
exp ©«−1

2

(
ln r−λ

r̄

ln σ

)2ª®¬ , (5.1)
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where Nd− is the density of all negative charged MSP, σ is the distributions width and r̄ is its
mean. We assume a lower radius limit of 0.2 nm given the MSP monomer and hence added
λ as a limiting parameter [Hunten et al., 1980].

Integrating Eq. 5.1 over all radii r gives the total number density of charged MSPs

Nd− �

∞∫
0

f (r)dr. (5.2)

This density would be seen by a PD with 100 % detection efficiency at the electrode. However,
the instrument measures only particles with radii larger than the critical radius rc . Thus its
current represents only a part of the entire population. This is described for the WADIS-2
conditions in Sec. 4.1.1 yielding a height dependent critical radius. The fraction of the particle
distribution which can be measured by the detector is given by the detection probability
function p(r). This function was calculated using combined aerodynamical and electrostatic
simulations (see Sec. 4.1.1) for particles in a mass range from 1000 to 60 000 amu. By means
of p(r) the measured charge density by the PD can be expressed as the integral over all r of
the product of the distribution function f (r) and the detection probability p(r).

NPD �

∞∫
0

p(r) · f (r)dr (5.3)

p(r) is a tabulated function and the probabilities for particles with radii between 0.58 and
2.28 nm to be detected are given Tab. 5.2.

Table 5.2: Particle detector detection efficiency p(r) at 82 km.
mass [amu] radius [nm] detection efficiency [%]

1000 0.58 0
2500 0.79 0
5000 1.00 0
10000 1.26 0
15000 1.44 18.5
20000 1.58 25.6
25000 1.70 29.8
30000 1.81 32.0
35000 1.91 33.3
40000 1.99 34.5
45000 2.07 35.4
50000 2.15 37.3
55000 2.22 36.9
60000 2.28 39.2

The difference between electron and positive ion density between 75–95 km can be explai-
ned by the presence of negative charged heavy aerosols which is in agreement with findings
by e.g., Friedrich et al. [2011, 2012]; Rapp et al. [2011]. Moreover, during night time the charged
fraction of MSPs carry only one elementary charge as the majority is smaller than ∼8 nm
[e.g., Rapp and Lübken, 2001; Rapp et al., 2011; Robertson et al., 2014; Baumann et al., 2013, 2015;
Asmus et al., 2015b]. With this known, one can assume that the difference between electrons
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and positive ions above 80 km (see Fig. 5.10) is represented by the entire negative charged
dust population, Nd− , which therefore can be expressed by the difference of the other two
plasma constituents:

Nd− � Ni+ − Ne (5.4)

where measured densities of positive ions and free electrons are Ni+ and Ne , respectively.
Now one can relate the measured plasma densities with the size distribution of charged

particles by combining Eq. 5.2, and 5.4.

Ni+ − Ne �

∞∫
0

f (r)dr (5.5)

As Eq. 5.3 and 5.5 use the same size distribution function f (r) given by Eq. 5.1 only one
parameter of the distribution is unknown which is its width σ. Form independent Sc-
measurements presented in Sec. 4.5 the mean MSP radius, r̄, was derived. The results are
summarized in Fig. 5.19. σ can be obtained using an iterative scheme and below the results
of this derivation are presented.

From the aerodynamical simulation described in Sec. 4.1.1 it is apparent that below 82 km
MSP density measurements are heavily influenced by the aerodynamics. Therefore, to
characterize the MSP properties and derive the size distribution function of charged MSP
the data measured above that altitude are used since they represent best quality data.

For the derivation of the charged particle size distribution a 100 m layer at 82 km is used
which also coincides with the maximum measured charge density. The value of measured
charged particles in this layer is NPD � 224 cm−3 as shown in Fig. 5.10. The independent
Sc-measurements presented in Sec. 4.5 reveal a mean MSP radius of r̄ � 0.56 nm also shown
in Fig. 5.19. The total charge difference Ni+ − Ne at 82 km is 10 000 cm−3. This value is two
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Figure 5.20: Particle size density as a function of radius (solid lines, left hand y-axis).
The blue line shows the estimated log-normal size distribution and the green line the size
distribution most likely seen as integral by the PD at 82 km. The red dashed line indicates
the fraction of the distribution contributing to the PD current. The dashed dotted line shows
the detection probability of the PD as obtained from aerodynamic simulations (right hand
y-axis). Reprinted from Asmus et al. [2017].

60



orders of magnitude larger than the MSP charge density measured by the PD. Using these
values and inserting them into Eq. 5.1, 5.3, and 5.5 the corresponding width is found to be σ �
1.66. The procedure of the iterative scheme is as follows. Having all parameters fixed except
σ, the width is adjusted until the integral of p(r) · f (r) over all r reaches the measured peak
value of 224 e cm−3 and the integral of f (r) over all r equals the measured charge difference
between electrons and positive ions of 10 000 e cm−3.

The resulting charged particle size distribution at 82 km is shown in Fig. 5.20 by the blue
line. This distribution function, multiplied by the detection probability function given by
the dashed-dotted black line (left y-axis) gives the green line which is the size distribution
of the MSP measured by the PD. With the green and black dashed-dotted curve the red part
of the distribution function (blue) can be reconstructed.

The analysis of Schmidt numbers summarized in Fig. 5.19 suggests, that their might be
several sublayers with different mean particle sizes in the measured charged MSP layer in the
height range between 75 and 90 km. Hence, a Sc of the height range 81 km to 85 km is derived
by means of Schmidt numbers larger than Sctr which yields Sc � 3.3 and a corresponding
radius of r � 0.48 nm. The difference between mean Sc and the value found at 82 km is
smaller than uncertainty of the analysis and is therefore not significant.

5.9 Absence of PMWE during WADIS-2

Statistics of PMWE measured by VHF radar showed that those echoes primarily occur around
local noon where ionization by UV light is present [Zeller et al., 2006; Latteck and Strelnikova,
2015]. However, despite lower occurrence rates even in the absence of sun light echoes
can be observed. It has been shown that in order to form refractive index variations at the
Bragg scale of a 50 MHz radar electron density and neutral turbulence has to be sufficiently
large [Lübken et al., 2007]. During WADIS-2 the mesosphere was monitored by the MAARSY
radar. However, as shown in Fig. 5.4 there were no radar echoes at the time of launch. The
lower detection limit of the MAARSY radar ( f = 53.5 MHz) for PMWE was found to be ηlim=
4 × 10−18 m−1 [Latteck and Strelnikova, 2015]. Whether this threshold is exceeded between 78
and 85 km during the upleg phase of WADIS-2 can be checked by means of known constants
and in situ measured quantities inserted into the equation of radar volume reflectivity given
in a corrected version in Lübken [2014] by

η �8π2 · k4 · Q9/2Aχnε
−1/3η11/3

Kol ·
(
y−11/3

+ y−3
)

× exp
(
−A3ϑ

(
3
2

y4/3
+ y2

))
,

(5.6)

where k � 2·2π/λ is the Bragg wavenumber, Q= 2, A � 0.033·1.74, ε is the energy dissipation
rate, ηKol � (ν3/ε)1/4 is the Kolmogoroff microscale and y � Q3/2 ·ηKol ·k. ε and the kinematic
viscosity ν are obtained from CONE measurements. A3ϑ �

α
Q2·Sc with α � 0.83 and Sc is the

Schmidt number. The variance dissipation rate χn is defined as

χn � fα ·
Ri · ε
Pr tω2

B

· M2
n , (5.7)

where fα= 2 is a normalization constant, Ri= 0.81 is the Richardson number, Pr t=1.0 is the
Prandtl number and ω2

B is the buoyancy frequency. The background gradient of potential
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refractive index variation Mn is given by

Mn �
2πre

k2 ·
(

Neω2
B

g
+

dNe

dz
− Ne

Hn

)
(5.8)

where Ne is the absolute electron density, g is the Earth’s gravitational acceleration, dNe
dz is the

electron density vertical gradient and Hn is the neutral density scale height. By means of in
situ measurements of temperature, neutral and electron density, turbulent energy dissipation
rate and Schmidt number, the volume reflectivity η can be calculated. The results are shown
in Fig. 5.21 where Schmidt number and energy dissipation rate are shown in the left panel and
the corresponding reflectivity in the right panel. Obviously, the reflectivity never exceeds
the MAARSY threshold of 4 × 10−18 m−1. The region below the threshold is indicated by the
hatched area. Moreover, the values are several orders of magnitude too small for MAARSY
to produce a significant echo. Typical radar volume reflectivities of PMWE are in the range
of 4 × 10−18 m−1 to 1 × 10−13 m−1 [Latteck and Strelnikova, 2015].

Based on the measured quantities and the standard theory of radar volume reflectivity we
can conclude here that either turbulence was too weak, electron density too low or charged
particles too small to create detectable echoes. As shown in Fig. 5.17 the turbulent energy
dissipation rates were in the order of mean winter values obtained from rocket measure-
ments Lübken [1997]. The observed electron density was moderately high compared to other
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Figure 5.21: Left: Schmidt number and turbulent energy dissipation rate profiles for WADIS-
2. Right: Corresponding volume reflectivity. Hatched area indicates volume reflectivities
below the MAARSY threshold.

electron density measurements made by the Faraday rotation technique [Friedrich and Torkar,
2001; Friedrich, 2016]. The MSP mean size was found to be small but in agreement with earlier
findings [Strelnikova et al., 2007; Fentzke et al., 2009; Robertson et al., 2014]. Hence, the absence
of PMWE can be attributed to both too weak turbulence and too small charged particles.
Below 75 km neutral turbulence was also present but in order to create coherent radar echoes
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the electron density was too low.

In summary, the fact that PMWE were not detected by MAARSY during the WADIS-2 flight
is consistent with in situ measurements of electron density, turbulent energy dissipation rates
and electron Schmidt number.
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Chapter 6

Results 2: Charging model

During nighttime ionization is mainly due to cosmic rays, energetic particle precipitation and
UV scattered light from the geo-corona. The number densities of negatively and positively
charges are equal in the ionosphere which is referred to by the term quasi-neutral. But
besides free electrons and positive ions there are also other charged constituents involved
in the charge balance of the D and lower E-region. Free electrons can form negative ions
via three body reactions depending on the background neutral density. The destruction
of those negative species is heavily influenced by the ambient density of atomic oxygen
(mainly by the reaction O + O−

2 → O3 + e−) [e.g, Thomas and Bowman, 1985]. Absolute density
measurements of atomic oxygen are highly challenging. A common technique to obtain O
is to look for airglow emissions. This can be done e.g., in situ on board of sounding rockets
[Dickinson et al., 1980; Sharp, 1991] or by remote techniques such as satellite borne optical
instruments. A recent development is the usage of rocket borne catalytic sensors to measure
atomic oxygen density in the mesosphere [Eberhart et al., 2015]. In addition to electrons,
positive and negative ions there can be charged aerosols which can be MSP or ice particles.
These aerosols can either be positively or negatively charged [e.g., Rapp and Lübken, 2001;
Rapp et al., 2005; Robertson et al., 2014]. The amount of charged particles can be large and
exceed the electron density [e.g., Friedrich et al., 2012]. Their effect on lower ionosphere
physics is therefore not negligible. To understand the nighttime polar ionosphere including
negative ions and charged particles, modeling became more important.

There is a vast number of ionospheric models with various levels of complexity. Simple
models, considering meteor smoke particles and negative ions were presented by e.g., Plane
et al. [2014]; Asmus et al. [2015b]. A more sophisticated attempt was made by Baumann et al.
[2015] using the Sodankylä Ion Chemistry (SIC) model. However, the main impact of MSP
on the charge balance was also reproduced by simplified models, allowing for an easy-to-use
application. Notably, the impact of atomic oxygen on the charging of MSPs and hence on
the D-region charge balance is still not well understood. In the frame of this work we will
use an improved version of the model given in Asmus et al. [2015b] to reproduce the dusty
plasma measurements conducted during WADIS-2. In the course of this analysis we will try
to shed a new light on open questions pertaining to the D-region charge balance involving
MSP and atomic oxygen.

After we have a quick look at the measured plasma parameters during WADIS-2 in Sec. 6.1
we shortly recapitulate the model equations and assumptions in Sec. 6.2. A description of
model inputs is given in Sec. 6.3 which is followed by the results obtained by using those
inputs.
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6.1 Estimate of charged particle fraction

During night the fraction of negative charge particles can be estimated by comparing positive
ion and electron density [Friedrich et al., 2012]. If one neglects photodetachment processes
(which is reasonable during winter night time) and reactions involving atomic oxygen the
electron density can be inferred from the positive ion density using [Friedrich et al., 2011, 2012]

ne �
n+

i

1 +
β
αii

M2

n+

i

(6.1)

where n+

i is the positive ion density, β is the electron attachment rate, αii � 6 × 10−8 cm3 s−1

is the ion-ion-recombination rate and M � O2+N2 is the background density [Dieminger
et al., 1996]. Ignoring MSPs this assumption involves the balance between electrons, positive
and negative ions fulfilling charge neutrality. By means of the difference between calculated
and measured electron density one can estimate the fraction of charged aerosols. The result
of plasma density measurements for WADIS-2 shown in Fig. 6.1 where blue lines indicate
electron and the red line positive ions. We used a ratio β/αii � 1.9 · 10−31 which is in
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Figure 6.1: Measured electron (solid blue) and positive ion (red) density profiles from
WADIS-2 2015-03-05 01:44:00 UT shown by solid lines. The dashed blue lines indicates
electron density inferred from Eq. 6.1 neglecting charged MSP and atomic oxygen reactions.
Negative charged MSP are given by the black solid line.

agreement with earlier findings by e.g., Friedrich et al. [2012]. The measured electron density
is lower than would be expected from Eq. 6.1. It is assumed that this difference is due to
the presence of negatively charged aerosols. Indeed charged particles were measured by
the PDs but cannot explain the difference quantitatively. This is due to the instrumental
limitations introduced by aerodynamical and electrostatic filtering (see Sec. 4.1.1). The grey
shaded area in Fig. 6.1 represents the difference between the measured and the from Eq. 6.1
inferred electron density. It shows the region where negative species other than negative ions
are present. However, this very simple approximation cannot explain the measurements of
WADIS-2 quantitatively. We therefor will use a more sophisticated model in the next section
to obtain also negative ion and charged MSP densities. The 1d charging model is described
in detail in Sec. 6.2.
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6.2 Charging model

Charge balance of the ionosphere can be investigated also by models. Here we look at the
nighttime case i.e. without sunlight. In a simplified manner one can derive the densities of
the ionospheric plasma in an equilibrium state ( ∂∂t � 0) by means of quasi neutrality. Each
component of the plasma is determined by sources and losses. The model used is based on
the work of Reid [1990] and Jensen and Thomas [1991] and its further developments by Rapp
and Lübken [2001]; Robertson et al. [2014]; Asmus et al. [2015b]. In the present version of the
model we calculate the equilibrium density of electrons, positive and negative ions as well
as MSPs in their charge state (Z = -1,0,+1). An explanation for the limited range of Z is given
later in this section. The densities obey the continuity equations in the steady state

∂ne

∂t
� Q − αie ne ni − kM MnO2 ne + kO nO n−

i − D−ne � 0, (6.2)

∂n+

i

∂t
� Q − αie ne n+

i − αii n+

i n−
i − D+n+

i � 0, (6.3)

∂n−
i

∂t
� kM MnO2 ne − αii n+

i n−
i − kO nO n−

i − D−n−
i � 0, (6.4)

∂nd(Z � −1)
∂t

� D−ne + D−n−
i − D+n+

i � 0, (6.5)

∂nd(Z � 0)
∂t

� D+n+

i + D−ne − D−n−
i � 0, (6.6)

∂nd(Z � +1)
∂t

� D+n+

i − D−ne − D−n−
i � 0. (6.7)

In the following, we will describe each of the above equations. Values of reaction rates used
are given in Tab. 6.1. These values are commonly used values [Plane et al., 2014]. Eq. 6.2
defines the equilibrium electron density. The production of an electron-ion pair is controlled
by the production rate Q. The loss is given by the recombination with positive ions with the
rate αie , the attachment of electrons to molecules to form negative ions and the attachment
of electrons to MSP. Q is estimated by assuming that during nighttime there are no further
positive charged particles except positive ions which can be measured and not other negative
charge carriers but free electrons. Here we also use the assumption that the rates of ion-pair
production and dissociative recombination are balanced as previously used by e.g., Jensen
and Thomas [1991]; Plane et al. [2014]. In this case the temporal change of the electron or
positive ion density can written as

∂ne

∂t
� Q − αie ne ni+ . (6.8)

In a steady state when ∂ne
∂t � 0 Eq. 6.8 can be rewritten as

Q � αie ne ni+ . (6.9)

Assuming now that the density of electrons and positive ions is equal to one can calculate Q
by

Q � αie n2
i+ . (6.10)

The electron-ion recombination rate αie is obtained using the semi empirical model from
Friedrich et al. [2004]. The model utilizes the measured electron density. Since the measured
electron density may not represent the total amount of negative charges, the electron-ion-
recombination rate may be overestimated.

67



The loss of free electrons due to attachment to molecules is given by

kM MnO2 ne � [kN2 nN2 + kO2 nO2]nO2 ne ,

where kN2 is the rate of the termolecular reaction of N2, O2 and e−. Here we use that the
primary production of negative ions is due to formation of O−

2 . We neglect further charge
transfer forming other negative ions [e.g., Friedrich et al., 2011, 2012; Plane et al., 2014]. kO2

is the rate of the termolecular reaction of two N2 and e−. Electrons are released from O−
2

reacting with atomic oxygen to form ozone O3. We do not keep track of ozone in this model
as it in our simplified case is not involved in other reactions and is a minor species. Finally,
free electrons can attach to dust particles. The rate αe depends on the charge state Z and the
radius r of the MSP. The total loss due to attachment of electrons to MSP is given by D−ne
where D can generally be written as

D±
�

∑
Z

∞∫
0

αe−/i±(Z, r)nd(Z, r)dr, (6.11)

where Z is the MSP charge number, αe−/i± is the attachment rate of electrons and ions,
respectively and nd is the MSP density.

Eq. 6.7 describes the production and loss of positive ions. Like electrons, positive ions are
primarily formed through electron-ion pair production. They can recombine with electrons
(αie) and ions (αii) forming neutral molecules. In addition, positive ions can lose their charge
by transfer of electrons from dust particles.

The equilibrium density of negative ions is defined by Eq. 6.5. It comprises the production
of O−

2 as primary negative ion and its depletion by atomic oxygen as well as recombination
with positive ions. The production involves, beside electrons and molecular oxygen, a third
body, which in this case is above all else molecular nitrogen and oxygen. The destruction
of negative ions in this model is completely governed by atomic oxygen. Attachment of an
oxygen atom to a molecular oxygen anion will produce an ozone molecule and release an
electron. Hence, the presence of atomic oxygen will control the presence of negative ions
and electrons.

The neutral and charged densities of MSPs are defined by Eqs. 6.5, 6.6 and 6.7. Attachment
rates αe−/i± of electrons and ions on aerosols are calculated using the classical approach
by Natanson [1960] which has been shown to be in very good agreement with quantum
calculations [Plane et al., 2014]. MSPs are assumed to be just singly charged since the rate
coefficients for higher charging states are negligibly small. It has been shown by e.g., Rapp
and Lübken [2001] that only particles with radii larger than ∼8 nm are able to carry more than
one elementary charge. Thus, the allowed charge states Z are -1, 0 and +1. Additionally
the charging rate is calculated as a function of aerosol radii. Therefore different groups of
different MSP sizes are considered in the model. Additionally, it has been stated by several
authors that the charging rate for smallest particles may be further reduced by decreased
electron affinity which is highly dependent on the particle’s material [Megner and Gumbel,
2009; Plane et al., 2014; Baumann et al., 2013, 2015; Asmus et al., 2015b]. We implemented this
effect using the approach given in Baumann et al. [2013, 2015] who introduced a factor γch to
reduce the rate of electrons attaching to MSP. This factor is defined as

γch �

⎧⎪⎪⎨⎪⎪⎩
0 for r < 0.25 nm
0.8 nm−1 · r − 0.2 for 0.25 nm ≤ r ≤ 1.5 nm
1 for r > 1.5 nm

(6.12)
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Table 6.1: Reactions included in the model with corresponding rate coefficients and reference.
Nr. Reaction Rate coefficient1 Reference

1 Q → e− + I+ Q = αie [I+]2 see text
2 e− + I+ → products αie see text
3 e− + O2 + N2 → O−

2 + N2 kN2 = 1·10−31 Florescu-Mitchell and
Mitchell [2006]

4 I+ + I− → I + I αii=6·10−8 Dieminger et al. [1996]
5 e− + O2 + O2 → O−

2 + O2 kO2 = 1.4 · 1029(300/T) exp(−600/T) Florescu-Mitchell and
Mitchell [2006]

6 O−
2 + O → e− + O3 kO = 1.5·10−10 Florescu-Mitchell and

Mitchell [2006]

7 e− + MSP → MSP− αe � γchπr2
√

8kbT
πme

(
1 +

√
e2

8πϵ0rkBT

)
Natanson [1960]; Megner
and Gumbel [2009]; Bau-
mann et al. [2015]; Plane
et al. [2014]

8 I+ + MSP → MSP+ αi+ � πr2
√

8kbT
πmi+

(
1 +

√
e2

8πϵ0rkBT

)
Natanson [1960]

9 I− + MSP → MSP− αi− � πr2
√

8kbT
πmi−

(
1 +

√
e2

8πϵ0rkBT

)
Natanson [1960]

10 e− + MSP+ → MSP αe− � πr2
√

8kbT
πme

(
1 +

e2

4πϵ0rkBT

)
Natanson [1960]

11 I+ + MSP− → MSP + I αI+ � πr2
√

8kbT
πmi+

(
1 +

e2

4πϵ0rkBT

)
Natanson [1960]

12 I− + MSP+ → MSP + I αI− � πr2
√

8kbT
πmi−

(
1 +

e2

4πϵ0rkBT

)
Natanson [1960]

13 I+ + MSP2− → MSP− + I αI+ � πr2
√

8kbT
πmi+

(
1 +

2e2

4πϵ0rkBT

)
Natanson [1960]

14 e− + MSP− → MSP2− αe− � πr2
√

8kbT
πme

g2 exp a , Natanson [1960]

g � 1.62, a �

(
−e2

4πϵ0rkbT

) (
1 − 1

2g(g2−1)

)
However, γch is rather uncertain until now and varied dramatically in previous works [e.g.,
Plane et al., 2014; Baumann et al., 2015]. In addition Plane et al. [2014] showed by electronic
structure calculations and Rice-Ramsperger-Kassel-Marcus theory that even small MSP can
be charged. Meteor smoke particles are charged during nighttime via electron attachment
or charge transfer from ions. Due to their high mobility relative to ions, the charging by
electrons is much more efficient and hence in absence of other ionization effects such as
photodetachment, the majority of MSP will be negatively charged. Since in the frame of this
work only the nighttime D-region is studied photodetachment is not active in the model.

Tab. 6.1 summarizes the reactions involved in the model, their respective reaction rates
and references the values and equations are taken from.

6.3 Model inputs for WADIS-2 condition

A vast number of parameters used as input in the model were measured in situ in the course
of the WADIS-2 sounding rocket campaign. Neutral molecular nitrogen and oxygen were
inferred from total neutral density measurements made by CONE neglecting all minor con-
stituents (like Argon). Also thermal equilibrium was assumed for all species up to 100 km
and the temperature is calculated from neutral density measurements using hydrostatic

1Bimolecular reactions: cm3 molecule−1 s−1; termolecular reactions: cm6 molecule−2 s−1
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equilibrium. Atomic oxygen densities are obtained from FIPEX and photometer measure-
ments (see Sec. 5.1) [Eberhart et al., 2015]. However, there are also parameters which have
to be assumed or taken from other models. In addition to the O-density obtained from in
situ measurements, data from the MSIS model are used for comparison [Picone et al., 2002].
The density profiles of N2, O2 and O measured by CONE, Photometer and FIPEX are shown
in the left panel of Fig. 6.2. We assume a constant fraction of N2 (79 %) and O2 (21 %) and
neglect minor trace gases. The right panel shows temperature measured by CONE. The
mesopause with temperatures down to 160 K was at ∼95 km. Additionally there is an layer
at 82 km showing enhanced temperatures. Besides, as mentioned earlier those layers appear
in combination with neutral air turbulence [Szewczyk et al., 2013]. The neutral meteor smoke
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Figure 6.2: Left: Density profiles of N2 (solid black), O2 (dashed black) as well as O from
different sources. The blue solid line shows FIPEX data, dashed orange are MSIS data
and green solid with errorbars represent photometer data. Right: Temperature profile as
obtained from neutral density measurements of CONE.

particle densities were obtained from the CARMA/CHEM2d model [Megner et al., 2006].
The explicit data set was taken from a calculation done for day of the year (doy) 61 and
is shown in Fig. 6.3. The maximum density is at small radii around 80 km. For increasing
radii the density peak height decreases mainly due to gravitational sedimentation of the dust
particles [Megner et al., 2006]. Above 75 km MSP density rapidly vanishes for large radii. This
is also apparent from the size distribution shown for 82 km in Fig. 6.4, where the histogram
bars are the size bins which are spaced logarithmically to account for the log-normal like
behavior of the distribution function. Input parameter which were also not measured are
the electron-ion pair production rate Q and the recombination rate of electrons and positive
ions αie . Both, the production rate and the electron-ion recombination rate is plotted in
Fig. 6.5. Importantly, the derivation of Q by assuming that the concentration of electrons
and positive ions is the same may overestimate the production rate in the altitude range
where electron and positive ion densities were actually not the same. This is due to the fact
that recombination of positive ions with negative ions or MSPs is slower than recombination
with free electrons [Plane et al., 2014].
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Figure 6.3: Neutral MSP density as a function of MSP radius and altitude for day-of-years
61.
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Figure 6.5: Electron-ion pair production rate Q and electron-ion recombination rate αie as
a function of altitude. Q was derived using Q ≈ αie n2

i+ . αie was obtained by means of an
empirical model by Friedrich et al. [2004].

In this section results of the charging model are presented. First some light will be shed
onto the influence of atomic oxygen on the charge balance with and without the inclusion
of MSP. Afterwards an attempt to reproduce the dusty plasma measurements of WADIS-2
including electrons, positive ions and heavy charged particles is presented. Finally, the
estimated size distribution (see Sec. 5.8) will be compared to size distributions obtained by
the model.

6.4 The influence of atomic oxygen

Since atomic oxygen can have a large impact onto the presence of negative ions and hence
also electrons, we will investigate that impact as a function of atomic oxygen density. For
this purpose a fixed density of nn � 1 × 1021 m−3, a typical ionization rate of Q � 10 cm3 s−1

and temperature T � 250 K were chosen. These values are representative for an altitude
of ∼ 80 km which is the region of large variability of atomic oxygen [Gumbel, 1997], The
density of atomic oxygen was varied from 1 × 1012 m−3 to 1 × 1017 m−3. In this first step we
do not account for MSPs. Thus, charged species are electrons, positive and negative ions.
The results are shown in Fig. 6.6. For large concentrations of atomic oxygen the negative
ion density decreases as can be seen in the right panel of Fig. 6.6. The number of negative
ions increases linearly with decreasing concentration of O until the electron density is too
low to produce more negative ions. Plane et al. [2014] stated that negative ion production
is shut off when the atomic oxygen density exceeds 1 × 1010 cm−3. In Fig. 6.6 the decrease
of negative ion concentration starts at a atomic oxygen density of roughly 1 × 108 cm−3.
However, the density of negative ions is negligibly small around nO ≈ 1 × 1010 cm−3 which
can be interpreted as a shut off of negative ions and hence is in agreement with Plane et al.
[2014]. Electron density does significantly decrease for atomic oxygen densities lower than
nO ≈ 1 × 109 cm−3. At the same time the positive ion density does increase reaching a plateau
at ni+ ≈ 1 × 104 cm−3. The reason for that is the difference between rates of electron-ion and
ion-ion recombination causing a longer lifetime of the ion species. This increases the degree
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is for electrons, central panel for positive and the right panel for negative ions.

of ionization in the plasma in this case by approximately a factor of 3.3. The main results
from the charge balance with negative ions but without MSP are:

• high densities of atomic oxygen will decrease negative ion density

• for nO . 1 × 1010 cm−3 negative ion density becomes negligible

• low densities of atomic oxygen (<1 × 108 cm−3) will decrease the density of free elec-
trons

• low densities of atomic oxygen cause increased degree of ionization

The next step is to introduce meteor smoke particles. However, since we want to focus on
the impact of atomic oxygen on the charging of the plasma constituents we assume a single
size of particles for each model run. The MSP radii used are r � {0.4, 0.8, 1.2, 1.6} nm. As
in the previous case we varied the atomic oxygen density and calculated the steady state
density of each component. The results of the model runs are shown in Fig. 6.7. The left
column of plots in Fig. 6.7 show the densities of MSPs: negatively charged, neutral and
positively charged. Electrons, positive and negative ions behave similar to the case without
MSP. The main difference here is that most of the electrons are either on the MSPs as can
be seen in the upper left plot or on the negative ions. However, as in the previous model
version without MSP, negative ions become important for atomic oxygen densities below
∼1 × 109 cm−3 only. Below O densities of around 1 × 108 cm−3 negative ion density start to
exceed the negative MSP density. The change of the neutral MSP density is small. Positively
charged MSP do not play a significant role in this model run. However, there is an increase
of N+

d at low atomic oxygen densities. The difference between the model runs using different
particle radii is most obvious in the densities of negative MSP, positive MSP, electrons and
negative ions. While the density of large negative MSP is less decreased at low atomic oxygen
densities, the electron density shows an opposite behavior. The largest absolute difference
between the electron densities of the different model runs is observed at atomic oxygen
densities larger than 1 × 108 cm−3. The density of negative ions is reduced as MSP radii
become larger. Last but not least, the density of positive MSP increases at atomic oxygen
densities lower than 1 × 108 cm−3. The difference between the model runs can be attributed
to the size dependence of the charging rate of MSPs. Large particles are more likely to catch
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an electron relative to small ones. One conclusion here is that the density of large charged
MSPs is less influenced by the presence of atomic oxygen. Consequently, atomic oxygen
does have an impact on the size distribution of charged MSP, meaning that in the absence
of atomic oxygen there are more large charged MSP relative to small MSP in contrast to the
presence of high atomic oxygen concentrations. Hence, since atomic oxygen is usually absent
at altitudes below ∼80 km in the night-time D-region there are more large charged particles.
However, this effect is superposed with e.g., the changing of neutral MSP size distribution
in vertical direction. The main points of the influence of atomic oxygen onto MSP density
can be summarized as follows

• the general behavior of electron, positive and negative ion densities is the same as
without MSPs

• MSPs are primarily charged by electrons and decreasing electron density yields de-
creasing charged MSP density

• large MSPs are charged more efficiently, density of large negatively charged MSPs is
less reduced at low O densities

• atomic oxygen has an effect on the charged MSP size distribution→ less O means fewer
small charged MSP relative to large ones

In the next section the model is fed with inputs given by data obtained during the WADIS-2
sounding rocket campaign or from models run for the WADIS-2 conditions (see Sec. 6.3).

6.5 Model results for WADIS-2

In this section the model results are compared to measured values of dusty plasma compo-
nents. The in situ data are described in Sec. 5.4. As some input parameters are given by
other models, we use these to adjust the model results to satisfy the in situ measurements.
However, to have a reference case to compare with, a model run with standard inputs was
performed. These standard inputs are given in Tab. 6.2. The result of the reference model
run is shown in Fig. 6.8. The model results (dashed lines) are shown together with the in
situ measurements (solid lines). First of all we see that the positive ion density (green) is
well reproduced by the model above 85 km. Below that height the density is larger than the
measured one. The model electron density (dashed blue) is larger than the measured all
below 103 km. For comparing the derived negatively charged MSP density with the mea-
sured values the model result for negative MSP is weighted by the PD detection efficiency
(see Sec. 4.1.1). This gives the MSP density detectable by the PD (red dashed) which then is
compared with the actual measured density (black solid). At around 80 km calculated and
measured density of negatively charged MSPs are in good agreement. However, above that
height the model results are much lower. One main reason for the differences between model
and measurements can be attributed to the absence of MSP in the model at high altitudes.
This can be easily tested by adjusting the input neutral MSP density made in the next section.

6.5.1 Adjusting model inputs to reproduce WADIS-2 measurements

The input neutral MSP density is given for discrete size ranges (see Fig. 6.4). The density
peak height in the smallest size bin is highly dependent on the ablation peak height. This
was shown by model sensitivity studies by Megner et al. [2006]. Importantly, the ablation
peak height is still not well known as can be seen from the study by Carrillo-Sánchez et al.
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Figure 6.8: Case 0: In-situ measurements and reference model results for WADIS-2. In-situ
measurements are given by solid lines, model results are indicated by dashed lines. Blue is
electron, green positive ion, yellow negative ion, gray and black are negative charged MSP
density, whereas the gray dashed line are all MSP with radii smaller than 1.6 nm and the
black dashed line are all particles greater than that. The solid black line is the density of all
MSP seen by the PD. The red dashed line is the density of negatively charged MSP seen by
the PD as inferred from the model results.

[2015]. By shifting the initial neutral MSP 12.5 km upwards we assume that a change in
the ablation peak height will equally shift all size bins of the neutral MSP. According to the
results found by Megner et al. [2006] this is a good approximation between 73 and 93 km. The
elevated neutral MSP density input is shown in Fig. 6.9. The new density peak height in the
smallest size bin can be found between 90 and 95 km. All other parameters given in Tab. 6.2
are the same allowing for an easy comparison to the reference model run. The results of
the adjusted density peak height model run are shown in Fig. 6.10. Let us now compare
the model run with the shifted neutral MSP density input to the reference case given in
Fig. 6.8. The changes in electron and positive ion density are relatively small. The electron
density decreases while positive ion density increases. The major difference to the reference
case is the estimated charged MSP density seen by the PD (red dashed) which increased
dramatically. The calculated peak density at 82 km is a factor two larger than the measured
value of 224 e cm−3. Nevertheless, the shape of the measured charged particle layer is well
reproduced. As the derived electron density is still not in agreement with the measurements
there is still a process missing that efficiently reduces electron density. By now both model
runs, reference and shifted MSP density were performed using reduced sticking coefficients
for the smallest MSP. However, as these coefficients are highly uncertain we will set them to
unity for the next model run allowing more electrons to be attached to MSP. The results of
this model run are shown in Fig. 6.11.

In contrast to the previous model run the electron density is now more reduced since
electrons are attached to the smaller MSP. This results in a larger density difference between
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Figure 6.9: Upward shifted (+12.5 km) neutral MSP density as a function of MSP radius and
altitude for doy 61.

electrons and positive ions which is in agreement with the measurements. However, the
absolute value of this difference is not reproduced in every altitude. There are two apparent
regions where the absolute difference between electrons and positive ions in the model is less
than seen by measurements. One region is between 80 km to 95 km and the other is below
77 km. The latter is a region where typically negative ions play an important role. However,
using the FIPEX oxygen profile in the model prohibits production of a significant amount of
negative ions. Nevertheless, since neutral MSP density decreases with decreasing altitude
there are too many free electrons in the model. This is an indication that either the atomic
oxygen density in this altitude range is to large or that the input neutral MSP density is too
low. The latter case can be excluded since we have a larger MSP density in the reference
case and the electron density remains too large. Since the atomic oxygen density by the
MSIS model (see Fig. 6.2) reveals lower densities below 80 km than the in situ measurements
we used this O-profile in the next model run. The results of this model run are shown in
Fig. 6.12.

As the atomic oxygen from MSIS model is more than 2 orders of magnitude lower below
80 km, the negative ion density increases dramatically in this region. Moreover, the absolute
value of negative and positive ions is overestimated by one order of magnitude at 71 km.
The density of free electrons is also too large at those altitudes indicating that the ionization
rate have to be lower to reproduce the measurements.

In the last step, we will adjust the neutral MSP vertical shift and the ionization rate in
order to obtain the best fit of model results to the in situ measurements. The ionization rate
is adjusted iteratively until the measured electron and positive ion density is reproduced by
the model. The resulting ionization rate is shown in Fig. 6.13 (black line). In contrast to the
original Q (blue line) the adjusted profile has a more exponential behavior. Additionally, as
a lower ionization limit an Q-profile obtained from Q � αie n2

e is shown in Fig. 6.13 (orange
line) which reveals even lower ionization rates as the adjusted Q-profile. Earlier calculations
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Figure 6.10: Case 1 : Same as Fig. 6.8 but for shifted neutral MSP density input for WADIS-2.

of Q by e.g., Gumbel et al. [2003] showed comparable results. Notably, these calculations
where made for twilight and daytime conditions.

To satisfy the in situ dusty plasma measurements also the input neutral MSP density was
again shifted. In this case a vertical shift of 8.5 km for all size bins was used. This shift results
in a peak density height for the smallest size bin of about ∼88 km. The measured atomic
iron layer shown in Fig. 5.11 indicates a meteor ablation peak height at the same altitude
supporting the shift of the neutral MSP. The best fitting model result can be seen in Fig. 6.14.
Electron and positive ion density from the charging model are in good agreement with the
in situ measurements. In addition, the obtained density of charged MSP expected to be seen
by the PD (red dashed line) overestimates the actual measured dust density (black solid
line) by a factor of ∼2. However, this difference is smaller than the estimated uncertainty
of the model. Note, the full detection efficiency consists of the probability of particles
reaching the PD outer grid/entrance and particles reaching the PD electrode. The latter was
just calculated for 82 km. As a rough estimate the critical radius as a function of altitude
was calculated using the critical radius given in Fig. 4.8 and multiply the dust density of
particle larger than rcrit with the probability of particles reaching the PD electrode at 82 km.
Importantly, negative ions are the most important negative plasma constituents below 75 km
which is in agreement with earlier findings [Baumann et al., 2015]. The rough estimate of
negative MSP seen by the PD from model (red dashed) endorses the measurement (black
solid). Note, that this assessment underestimates detectable particle densities above 82 km
and overestimates it below that height.

In summary the simple model calculations show that:

• In order to reproduce the measured data the ablation peak height for meteoroids was
set to approximately 88 km which is in agreement with meteor input derived from
radar meteor head echoes [Carrillo-Sánchez et al., 2015].
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Figure 6.11: Case 2: Same as Fig. 6.8 but for shifted neutral MSP density input as well as
electron sticking coefficient set to unity for WADIS-2.

• In order to reproduce the low electron densities below 80 km atomic oxygen density
has to be smaller than 1 × 109 cm−3

• Derivation of the production rate Q from positive ion density yields too large electron
densities and therefore has to be decreased/adjusted

• Measured charged MSP layer can successfully be reproduced by combining model
results with results of the aerodynamic/electrostatic simulations.

6.5.2 Charged particle size distribution at 82 km

The charging model calculates densities of charged MSPs for every size bin which can be used
to obtain a charged particle size distribution. This was done for each model run described in
the previous paragraph. In Sec. 5.8 a size distribution for charged MSP was estimated from
the in situ measurements at 82 km and thus can be compared to the model results. Therefore,
the size distribution has to be integrated over each size bin of the model to yield densities
of each size bin. Subsequently, the distribution of all model cases are compared. Tab. 6.2
gives an overview of the input parameters for all model cases. The results of all cases are
shown in Fig. 6.15. The distributions are shown as a function of particle radius. Notably, the
size distribution obtained from the charging model in the reference case 0 has a log-normal
shape (blue line). Moreover, the mean radius of the distribution given by the dashed blue
line agrees very well with the mean of the distribution which is described in Sec. 5.8.

However, the quantitative comparison shows, that the model produces too few charged
MSPs with respect to the in situ result. Scaling the neutral MSP density by a factor of ap-
proximately 3.5 reproduces the distribution estimated from in situ measurements. However,
the reference case does not reproduce the in situ densities. In case 1 which is shown by
the orange line in Fig. 6.15 the neutral MSP input was shifted by 12.5 km. This also have
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Figure 6.12: Case 3: Same as Fig. 6.8 but for MSIS-O profile, shifted neutral MSP density
input as well as electron sticking coefficient set to unity for WADIS-2.

Table 6.2: Input keywords and values for all model case.
Parameter case 0

(refe-
rence)

case 1 case 2 case 3 case 4

O-profile FIPEX FIPEX FIPEX MSIS MSIS
neutral MSP vertical shift 0 km 12.5 km 12.5 km 12.5 km 8.5 km
sticking coefficient γch Eq. 6.12 Eq. 6.12 1 1 1
ionization profile Eq. 6.10 Eq. 6.10 Eq. 6.10 Eq. 6.10 adjusted

an impact on the size distribution. As one can see from Fig. 6.15 the mean value of the
distribution is shifted to larger particles which is caused by the absence of small MSP.

The best agreement with measured plasma densities was achieved by neglecting decrea-
sing of the sticking coefficient of electrons. Increased charging of the smallest MSP however,
has an dramatic impact on the size distribution of negatively charged particles. This can be
seen from the case 2 green curve in Fig. 6.15 where the density increases strongly at smallest
radii. This effect leaves the size distribution with two maxima, one at the smallest size bin
and one at approximately 1.2 nm. However, the mean particle radius (green dashed line) is
larger than the one found from in situ measurement. Moreover, the derived plasma densities
of the model do not reproduce the measurements.

Finally, the size distribution found at 82 km for case 3, the model run which agrees best
with the in situ results is shown by the red curve in Fig. 6.15. The peak at smallest radii is
even larger than in case 2. The absolute value of the second peak at larger radii remains
the same compared to the previous case. However, the peak is shifted to smaller radii of
approximately 1 nm.
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Figure 6.13: Ionization rate profiles as a function of altitude obtained from positive ion
density (blue line), adjusted positive ion density (black line) and from electron density. The
dashed black line shows the dissociative recombination rate for electrons and ions.
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Figure 6.14: Case 4: Same as Fig. 6.8 but for shifted neutral MSP density input, adjusted Q
as well as electron sticking coefficient set to unity for WADIS-2.
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Chapter 7

Discussion

In this chapter the results of the WADIS-2 sounding rocket campaign are discussed in context
of the up-to-date knowledge about this field. In the first step the charge balance during
WADIS-2 will be discussed. It will be followed by the discussion of small scale structures
and mean particle radius. Afterwards particle size distributions are discussed followed by
size dependent layering and finally the role of atomic oxygen.

7.1 Charge balance

In the absence of Sun light the presence of aerosols can lead to electron density depletion as
the electrons are likely to attach to the heavy particles [Brattli et al., 2009; Rapp et al., 2011;
Baumann et al., 2013, 2015]. Since the mobility of electrons is ∼3 orders of magnitude larger
than the mobility of ions the attachment of electrons to aerosols is more efficient and can
cause huge differences between electron and positive ion densities [Friedrich et al., 2011]. As
shown in Fig. 5.10 this is also seen in the WADIS-2 plasma measurements. The density
profiles of electrons and positive ions reveal an increasing difference below 104 km which
indicates the presence of charged MSPs is necessary to satisfy quasi neutrality. During
WADIS-2 the PD measurements indicate the presence of heavy, predominately negatively
charged MSPs at least between 92 and 75 km which can explain the discrepancy qualitatively.
By the difference between electron and positive ion density we found that the amount of
charged MSPs can by far exceed the amount of free electrons (∼ 1 order of magnitude).
Electron depletions found by Friedrich et al. [2012] show lower values.

Moreover, there are also negative ions which besides charged MSPs are playing an impor-
tant role in the D-region charge balance but they were not measured during WADIS-2 [e.g.,
Baumann et al., 2013, 2015; Asmus et al., 2015b]. Model results showed that negative ion den-
sity (predominantly NO−

3 and O−
2 at night around 80 km) is thought to rapidly decrease above

80 km during night time due to increase of atomic oxygen densities [Thomas and Bowman,
1985; Plane et al., 2014; Baumann et al., 2015]. This was also confirmed by the results of the
simple charging model presented in Sec. 6.2 and the measured O-density (see Fig. 6.2). The
charged particle density measured by the PD is limited due to aerodynamics and therefore
do not quantitatively explain the difference between electrons and positive ions. Nevert-
heless in this work it was shown that the instrumental limitations of the PD allows only
qualitatively measurements of charged MSPs in all altitude ranges. Aerodynamical effects
dominate below ∼80 km whereas electrostatic filtering are import above. By means of the
charging model and the results of the combined aerodynamical and electrostatic simulati-
ons we were able to explain the remaining charge difference between positive and negative
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species. The instrumental limitations determine the observed density profile. Above 82 km
the decrease of measured dust density is due to the decrease of MSP-density with sizes &
1 nm which are shielded by the PD grids potential. Aerodynamic filtering becomes more
important below 82 km and limits the particle detection to approximately 75 km. Moreover,
the charge density seen by the PD as estimated from the model agrees well with the actual in
situ measurements. In contrast to current model results by e.g., Megner et al. [2008] and Plane
et al. [2014] the findings from the charging model presented in this work indicates a higher
meteor ablation peak height around 90 km which supports meteor input function deduced
from radar measurements [Carrillo-Sánchez et al., 2015].

Summarizing, we found that a large number of negatively charged MSP were present
between 75 and ∼100 km which exceeded the number of electrons by up to one order of
magnitude. The electron depletion starting near 100 km seen during WADIS-2 was not seen
in earlier flights indicating a large variability of the number of charged MSPs and their height
distribution.

7.2 Small scale structures and mean particle radius

As the motion of plasma constituents in the D-region is dominated by collision with neutrals,
neutral air turbulence creates small-scale structures in all plasma species, including charged
aerosols, electrons, and ions [e.g., Rapp and Lübken, 2004]. The degree of ionization is rather
low and the influence of motions due to electrostatic fields can be neglected. Thus, the
plasma components are passive tracers and reproduce the neutral gas movement. Electrons,
as part of the dusty plasma follow the same motion as they are electrostatically coupled to
positive ions. This is also seen in the measurements of electrons and neutral gas density
fluctuations, showing structures at the same altitude range in both, neutrals and electrons.
Interestingly, electrons are structured down to smaller scales than the neutrals (see Fig. 5.15).
In summer this is known to be the underlying process for the polar mesosphere summer
echoes (PMSE) as huge ice particles are part of the dusty plasma [e.g., Cho et al., 1992; Rapp
and Lübken, 2004]. The extension of electron density fluctuation power spectra to smaller
spatial scales can be described by an enhanced Schmidt number Sc �

ν
D , i.e. the ratio of

kinematic viscosity of air ν, to diffusivity D, of electrons. In the presence of large charged
particles the diffusivity of electrons decrease and causes the Schmidt number to increase
significantly. For summer, in the presence of large ice particles typical values for Sc found in
PMSE are several hundreds on average and can often be several thousands [Lübken et al., 1994;
Li et al., 2010; Rapp et al., 2011]. Moreover, the fluctuations of electron and neutral density
are anti correlated as previously seen by Lübken et al. [1994]. In analogy, this phenomenon
has been investigated comparing neutral and positive ion density fluctuations by Fritts and
Thrane [1990] and Thrane et al. [1994]. In case of neutral and positive ion density fluctuations
the anti correlation is linked to turbulent processes, whereas correlation is due to chemical
processes [Fritts and Thrane, 1990].

During winter conditions there are no ice particles in the MLT-region. However, it was
proposed that polar mesosphere winter echoes (PMWE) are formed by the same effect but
involving the smaller MSP [e.g., Kavanagh et al., 2006; Lübken et al., 2007; Kero et al., 2008;
La Hoz and Havnes, 2008; Havnes and Kassa, 2009; Havnes et al., 2011; Strelnikova and Rapp,
2013; Stebel et al., 2004; Belova et al., 2008]. Importantly, this has not been confirmed by direct
measurements yet and it has been shown that some echoes can be explained by only neutral
turbulence acting on the plasma [Lübken et al., 2007]. The ice particles in summer can grow
to large aerosols with radii of tens to hundred nanometers by accumulating water molecules
[e.g., Berger and von Zahn, 2002; Bailey et al., 2015]. MSPs on the other hand which are present
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all year round reveal much smaller sizes down to sub-nanometer [e.g., Strelnikova et al., 2007;
Megner et al., 2008; Kero et al., 2008; La Hoz and Havnes, 2008; Belova et al., 2008; Havnes and
Kassa, 2009; Fentzke et al., 2009; Robertson et al., 2014; Rapp et al., 2010, 2012; Strelnikov et al.,
2012]. Thus, the effect of reducing the electron diffusivity and hence increasing Sc should be
much smaller in winter since it is connected to the radius by Sc ∼ r2 [Lübken et al., 1998]. In
this work Schmidt numbers were calculated for the first time for charged MSPs in night time
winter conditions. The derived Schmidt numbers have small values between 1 and 6 above
78 km. Nevertheless, there is an effect of charged MSPs on electron diffusivity since values
of Sc were found to be considerably larger than 1. The conversion of Schmidt number to
mean particle radius using the classical theory of Cho et al. [1992] showed that particles in the
polarization interaction regime are rather small i.e. in the size range of molecules. Whether
or not the diffusivity of electrons in the polarization interaction regime is dominated by MSPs
can not be ascertained. Thus, the conversion of Schmidt number to mean charged particle
radius is not applicable for Schmidt numbers smaller than Sctr , i.e. in the polarization
interaction regime. The lower limit of the possible derivation of particle size from Schmidt
number is therefore the transition between hard sphere and polarization interaction which is
given by the transition radius rtr and the corresponding Sctr . For the winter time mesopause
region we found this limit to be Sctr ≈3.

Summarizing one can say that electron density fluctuations were found to be structured
to smaller scales as neutral density fluctuations. This results in Schmidt numbers larger
than one indicating an impact of charged MSPs onto the electrons diffusivity. For winter
conditions this was found for the first time. In addition, Schmidt numbers can be converted
to mean particle radii down to a transition limit. This limit was found to be Sctr ≈3.

7.3 Charged particle size distribution

Incoming meteorites deposit their material in the mesosphere by ablation and MSPs are
formed from the remnants of those meteorites [e.g., Rosinski and Snow, 1961; Hunten et al.,
1980]. The growth of those particles is thought to be initiated by homogeneous nucleation
and governed by coagulation processes which yield an altitude dependent size distribution
[e.g., Hunten et al., 1980; Megner et al., 2006]. Since measuring neutral MSP properties is
rather complicated most in situ and remote sensing techniques use the charged state of
MSPs. Rocket borne measurements were presented by e.g., Rapp et al. [2010, 2012]; Strelnikov
et al. [2012]; Robertson et al. [2014] but also ground based radar techniques were used to
obtain MSP properties [e.g., Rapp et al., 2007; Strelnikova et al., 2007; Fentzke et al., 2009]. Radar
backscatter depends on changes in the refractive index of the atmosphere which in the MLT
region is solely determined by electron density [Skolnik, 2008]. Thus, obtaining particle
properties from radar backscatter is only possible if the particles alter the electron density
e.g., by decreasing the electron diffusion. The connection of radar echoes and particles have
also been studied using active radar experiments that heat free electrons at MLT heights
by HF-waves emitted from the ground and, in parallel examine the behavior of PMWE in
VHF band [Kero et al., 2008; Havnes and Kassa, 2009; La Hoz and Havnes, 2008; Belova et al.,
2008]. Moreover, it was shown that MSPs with radii of less than 1 nm exist in the winter
mesosphere by remote sensing and in situ experiments [e.g., Strelnikova et al., 2007; Fentzke
et al., 2009; Robertson et al., 2014]. Charged particles, i.e. their size play a key role in the
diffusivity of electrons in a dusty plasma and hence have to be studied rigorously in terms
of radar backscatter theory. The magnitude of this influence is mainly driven by the size of
the particles. However, the determination of particle sizes by direct measurements are rare
and rather coarse [Robertson et al., 2014].
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In Sec. 5.8 it was shown that by means of mean radius obtained from Sc (see Sec. 5.6) and
the integrated density of charged particles down to the detection limit of the PD one can
derive a size distribution of charged MSPs. This method is limited to distributions which
are described by the integrated charged particle density, a mean radius and a distribution
width. The width was derived in an iterative process. The main assumption here was that
the charged particles are log-normal distributed. This estimate is justified by mainly two
conditions. First of all, the charging rate of aerosols increase proportional to their cross
section with r2 [Natanson, 1960]. Secondly, the number density of all MSPs decreases with
size as has been shown by model calculations [Megner et al., 2006]. Thus, the size distribution
of charged MSPs f (r) is a product of the charging probability and the neutral dust size
distribution. Moreover, the probability of electrons to stick to MSPs is also depending on its
material. This so-called sticking factor is not well known and introduces a large uncertainty
in the amount of charged particles in the sub nanometer size regime [e.g., Plane et al., 2014].

The resulting size distribution reveals particle radii in the range of 0.5 nm to 1.5 nm which
is in agreement with other in situ and remote findings [Strelnikova et al., 2007; Fentzke et al.,
2009, 2012; Robertson et al., 2014]. Comparing the size distribution regardless of charging to
the neutral MSP size distribution from Megner et al. [2006] at 90 km one finds that the number
concentration of particles around the mean particle radius r � 0.56 nm is of the same order of
magnitude [Megner et al., 2006, Fig. 2]. Since it is assumed that the smallest particles are less
efficiently charged the presented results imply that compared to the model results by Megner
et al. [2006] the amount of neutral MSP had to be larger to explain the observed density of
charged MSP. This differences, however, is in the uncertainties of the model due to poorly
known parameters such as e.g., coagulation rate, eddy diffusion and meteoric input [Megner
et al., 2006].

Aerosols in the MLT region during night time are charged by attachment of electrons or
charge transfer from ions [e.g., Baumann et al., 2015; Asmus et al., 2015b]. However, previous
model results show that not the whole MSP ensemble is charged [Megner and Gumbel, 2009;
Plane et al., 2014; Baumann et al., 2015; Asmus et al., 2015b]. The attachment of electrons to
the smallest particles is thought to depend on the structure of the particles since they are
consisting of only a view atoms which have different electron affinities [Plane et al., 2014]. An
olivine (FeMgSiO4) particle for example has four oxygen atoms and might in the first stage
of growth not contain a silicon atom which has a large electron affinity. This would decrease
the electron attachment rate significantly according to Plane et al. [2014]. Megner and Gumbel
[2009] stated that not the whole MSP population is charged, otherwise one would expect
large electron density depletions which are not observed. However, in contrast to that a huge
difference between electrons and positive ions was observed during WADIS-2 indicating such
a large electron depletion. Comparably strong depletions were seen during the night time
flight of the CHAMPS campaign in October 2011 [Friedrich et al., 2012; Robertson et al., 2014;
Asmus et al., 2015b]. The variability of electron depletion observed during night time in
winter was found to be very large [Friedrich et al., 2012; Baumann et al., 2013]. However, the
reason for this variability is not known so far. Electron depletions which are of a large vertical
extent may only be recognized if positive ion density is measured simultaneously. Due to the
large uncertainties in the charging process of the smallest MSP the estimated size distribution
from the in situ measurements was compared to the results of the model. In Sec. 6.5.2 the
size distributions which were calculated using the results of the simple charging model are
presented. The best agreement with the size distribution estimated from the measurements
was found by using the original neutral MSP input and the sticking coefficient γch from
Baumann et al. [2013, 2015]. However, the charging model does not reproduce the measured
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electron and positive ion densities using these input parameters. The derived charged MSP
densities are too small to explain the difference between measured electron and positive ion
density. Assuming that the input neutral MSP size distribution is valid, more of the smallest
particles had to be charged which implies that the charged particle size distribution has a
more sophisticated shape. Hence, a second model run was performed assuming that once
an electron attaches to a MSP the probability that it remains on the MSP γch is one. This
implies that there are charged MSP of every size. However, the amount of charged MSPs
is still depending on the particle size. It turns out, that by allowing also the smallest MSP
to be charged the model results are in a better agreement with the in situ measurements of
plasma densities. The resulting size distribution of charged MSP from the model has a mean
radius 0.59 nm which is in good agreement with the charged particle mean radius obtained
from the measured Schmidt number. Both, the size distribution from in situ measurements
and charging model are in agreement with the measured charged MSP densities at 82 km.
However, only the charging model is able to reproduce the plasma densities in all altitudes.
Reproducing the size distribution estimated by in situ measurements with the model yield
electron and positive ion densities which are not in agreement with the measurements. Thus,
the approach that the charged particle size distribution follows a simple log-normal shape
may not be appropriate for the WADIS-2 conditions as also noted in Asmus et al. [2017].

We now discuss the results found in this work in comparison to measurements of a
rocket-borne mass spectrometer (MASS) described by Knappmiller et al. [2008]; Robertson et al.
[2014]. These measurements were obtained from the night time launch during the CHAMPS
(Charge And Mass of meteoric smoke ParticleS) sounding rocket campaign conducted in
October 2011 [Robertson et al., 2014]. MASS had five channels which are designated for
detecting different particle masses (size bins). For comparison the size distributions derived
in this work are scaled to the size bins of MASS. This is achieved by integrating Eq. 5.2
numerically and calculating the sum of the densities derived by the model for each MASS
size bin. The result is shown in Fig. 7.1. In the upper panel one can see that the absolute
amount of charged MSPs measured by MASS is lower compared to the WADIS-2 results. The
differences between electrons and ions for CHAMPS at ∼82 km was found to be comparably
large as seen during WADIS-2 (∼10 000 e cm−3) [Robertson et al., 2014; Asmus et al., 2015b].
Obviously the MASS instrument did not measured the complete ensemble of charged MSPs.
This is most likely due to aerodynamical filtering of the MASS instrument. To compare the
shape of the distributions the charged particle density of every size bin is normalized to the
density of all charged MSPs which is shown in the lower panel of Fig. 7.1. Over 60 % of
the charged particles are in the mass range between 0 to 500 amu for the distribution of the
charging model. For CHAMPS this is around 30 % and 7 % for the distribution estimated
from WADIS-2 measurements. Smallest particles (<500 amu) can be charged as shown by
the CHAMPS in situ measurements. The findings of this work support the thesis that even
smallest particles are negatively charged if large electron depletions are present during night
time above 80 km. As stated by Plane et al. [2014] the ability of a small MSP to keep an electron
once the electron hits the MSP is depending on the MSP’s electron affinity. Hence the model
results imply that the MSPs had high electron affinities. However, the charge state of the
smallest MSPs still introduce the largest uncertainty in the derivation of a size distribution
as it determines the shape of the distribution. Thus there is a need of further investigation
of the charging of sub-nanometer sized MSPs.

Concluding the discussion of charged particle size distributions one can say that it is pos-
sible to derive a distribution using independent in situ measurements under the assumption
of a certain shape of the distribution with one maximum. The model calculation show that
the uncertainty of charging processes i.e. the so-called sticking factor of MSPs smaller than
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Figure 7.1: Upper panel: Charge densities at 82 km derived from the size distribution
function obtained by in situ measurements (blue), from the charging model (orange) and
as comparison the result from the CHAMPS night time flight (green) separated in size bins
given by the MASS instrument used in Robertson et al. [2014]. Lower panel: The same
but normalized to the total density of negative charged MSP. MASS data courtesy of Scott
Robertson.
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1 nm has a huge effect onto the shape of the size distribution. Moreover the model shows
that to explain the extended electron depletion below 104 km there have to be a much larger
number of smallest charged MSPs which does indicate a more complex shape of the charged
particle size distribution. The comparison of the size distributions obtained from measure-
ments and model to results of a previous work showed that charging of the smallest particles
is indeed likely. This emphasizes the need for a better understanding of charging processes
of particles smaller than 1 nm.

7.4 Size dependent layering of charged MSPs

The Schmidt number obtained from the electron density fluctuations is structured vertically
in layers as can be seen in Fig. 5.19. Since Sc can be related to a mean charged particle
radius (see Sec. 4.5), these layers can be interpreted as layers of different charged particle size
distributions. Small Sc indicate low amount of large charged particles whereas large Sc imply
the presence of a relatively large amount of big charged MSP. Model results show that the
size is developing smoothly from small at high to large at low altitudes [Megner et al., 2006].
Hence, locally enhanced mean particle size might be linked to temporally short processes for
instance turbulence or updraft by propagating gravity waves. Growth rates of MSP are in
the range of days to month [Toon and Farlow, 1981]. Since this is significantly longer than the
persistence of turbulent structures which is in range of minutes to hours, fluctuations of MSP
growth due to turbulence can be neglected [e.g., Rapp, 2003]. Indeed, in the measurements
of WADIS-2 there was no clear correlation between the strength of turbulent motions and
the charged particle mean radius. However, there can be size depend transport of MSP by
the background flow which is most significant at larger scale motions ∼1 km [Maxey and
Riley, 1983]. In addition, direct numerical simulation showed that inhomogeneities in the
distribution of heavy particles can occur in a turbulent inhomogeneous flow which is the
effect of so-called Turbophoresis [e.g., De Lillo et al., 2015]. Also vertical transport by gravity
waves can be possible as it was proposed for mesospheric ice particles in summer by Li
et al. [2010, 2016]. Since this mechanism also depends on the particle radius it may have
segregating effects on the MSP population.

The main conclusion here is that there is no clear relation between the presence of turbu-
lence and layers of larger or smaller particles. However, this has to be further investigated
since the Schmidt numbers indicate changes in the charge particle size distribution as a
function of height.

7.5 The role of atomic oxygen in the charging process of MSPs

Atomic oxygen is essential for the MLT chemistry as it is the main carrier of chemical energy
in this region. Its abundance determines the electron density in the D-region during night
time by the destruction of negative ions [Fehsenfeld and Ferguson, 1969; Thomas and Bowman,
1985]. Recently, there have been a variety of simple and more sophisticated ionospheric
models which consider among electrons and negative ions the presence of MSPs as another
plasma constituent [e.g., Baumann et al., 2013; Plane et al., 2014; Robertson et al., 2014; Baumann
et al., 2015; Asmus et al., 2015b]. A threshold density of atomic oxygen density above which
negative ion formation is widely reduced is for the MLT region nO >1 × 1010 cm−3 [Plane
et al., 2014]. This is also seen in the results of the simple charging model showed in Fig. 6.6.
The release of electrons from negative ions enables more MSP to become charged by those
free electrons [e.g., Asmus et al., 2015b]. To explain the difference between electrons and
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positive ions below 80 km one has to account for negative ions in addition to negatively
charged MSP. Therefore the atomic oxygen density has to be lower than the threshold. The
measurements of atomic oxygen shown in Fig. 6.2 gave values below the threshold at least
for the FIPEX measurements. Atomic oxygen measurements by photometers are based on
assumptions which might have large uncertainties below 80 km [e.g., Dickinson et al., 1980;
Hedin et al., 2009]. These measurements, however, are yet the most established in situ atomic
oxygen measurements. A relatively new concept is used by the FIPEX instrument. The
major influence on the absolute values of atomic oxygen measured by FIPEX is due to the
aerodynamics and instrument absolute calibration [Eberhart et al., 2015].

To reproduce the low electron density below 80 km the atomic oxygen density has to be
sufficiently low. The best fit to the measured plasma densities of WADIS-2 is therefore found
by using atomic oxygen density by MSIS model which gives the lowest values of [O] below
80 km [Picone et al., 2002]. The difference between the photometer and MSIS atomic oxygen
densities is almost three orders of magnitude. Despite the error in the oxygen measurements
can be easily a factor of two or larger [Hedin et al., 2009], this huge difference cannot be
attributed to measurement uncertainty alone. The difference may be due to the assumption
that ozone, which is part of the atomic oxygen retrieval, is in photochemical equilibrium
[Smith et al., 2010]. This assumption may not be valid below 80 km anymore [Kulikov et al.,
2018]. The FIPEX measurements show lower values below 80 km comparable to MSIS. The
difference between FIPEX and MSIS around 70 km is most likely due to instrumental effects
as atomic oxygen density usually decreases below 80 km [Gumbel, 1997; Hedin et al., 2009]. A
change of atomic oxygen below 1 × 109 cm−3 can cause a large change in the electron density
(up to 1 order of magnitude as seen in upper right panel of Fig. 6.7). Hence, the low electron
densities below 80 km are most likely due to creation of negative ions which presupposes a
low atomic density.

The model calculations of this work shows, that the depletion of electrons by production
of negative ions is more efficient than loss of electron due to attachment to MSPs. Using the
measured atomic oxygen density, the charging model produces to less MSPs below 80 km
to explain the observed electron depletion. This indicates lower atomic oxygen densities as
observed at the lower heights. This can be either addressed to uncertainties in the model
inputs or to uncertainties in the measurement techniques in the lower altitude range. More
in situ measurements of dusty plasma parameters together with absolute atomic oxygen
densities are needed to resolve the influence of [O] onto the charge balance below 80 km.

In summary it was found that the larger the atomic oxygen density the more free electrons
are available to charge MSPs. Low electron densities below 80 km indicate low atomic oxygen
densities which contradicts the photometer measurements. Depletion of electrons is more
effective due to formation of negative ions compared to attachment to MSPs.
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Chapter 8

Summary and Outlook

In this chapter the results of the thesis are summarized in such a way, that first the results
are generally summarized and subsequently that the work’s objectives formulated in Sec. 1.4
are meet. Finally an outlook with open questions and further topics of interest is given.

8.1 Summary

This work consists of two parts. In the first part in situ measurements of dusty plasma
in the polar MLT region including electrons, positive ions and heavy charged particles are
analyzed. For the first time such measurements were performed with high spatial resolution
in common volume. The main aim was the investigation of dusty plasma properties which
includes charged particle size distribution, charge balance, plasma diffusion and charging
processes. Data from one sounding rocket launched during night time in March 2015 from
Andøya Space Center (69 °N) in Northern Norway were analyzed. The data were mea-
sured by seven different instruments. Electron density was measured by means of wave
propagation experiment and an electrostatic probe. An ionization gauge yields neutral gas
parameters such as density and temperature but also turbulent energy dissipation rates.
Charged dust densities were obtained using a Faraday cup instrument. In the second part
of this work measured parameters were used as input for a simple charging model. This
model describes basic physical processes and the main aim was the geophysical interpreta-
tion of changes to model inputs in order to reproduce the measured plasma densities. The
model inputs originating from other models were adjusted. Subsequently, results of both,
instrumental analysis and modeling are summarized.

For the first time the WADIS payload configuration allowed common volume in situ mea-
surements of neutral and all dusty plasma components namely, positive ions, electrons and
charged dust. In order to enable the interpretation of the particle detector measurements,
aerodynamical and electrostatic simulations were performed. The simulations show, that
below 80 km aerodynamic effects increase and particle detection becomes rapidly inefficient
which is in agreement with earlier observations. For the WADIS configuration particles with
radii down to roughly 1.4 nm can be detected at 82 km. From the measurements of plasma
densities it was found that there was a large electron depletion below 100 km which can be
explained by the existence of negatively charged MSPs at least down to 80 km. This supports
the findings of earlier studies. Electron density was measured down to 70 km, however,
negative ions have not been measured and hence introduce some uncertainty determining
charge balance below 80 km. Additionally, the measured charged dust layer was found to
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coincide with a layer of enhanced atomic iron density which supports the assumption that
iron is a part of MSP material.

It is known that there can be phase shifts between density fluctuations of neutrals and
plasma constituents such as electrons and positive ions. This is due to difference between
the scale heights of neutrals and plasma components. In this work it was found that regions
where the fluctuations of neutral and electron density are in anti-phase coincide with measu-
red turbulence which is in analogy to previously studies of neutral and positive ion density
fluctuations. The anti-correlation indicates that the plasma fluctuations measured during
WADIS-2 were purely driven by turbulent processes. Neutrals and electrons were structu-
red down to spatial scales of a couple of meters and reveal, in anti-correlation, the same
structures in the same altitude. This once more shows the strong coupling between neutral
and plasma components. An additional finding was that the electron density fluctuation
spectrum was extended to smaller scales than the spectrum of neutral density fluctuations
in some altitude ranges. For the first time this has been observed for electrons in polar
winter night time indicating the presence of heavy charged MSPs and their influence on
electron diffusivity. Energy dissipation rates were used to calculate Schmidt numbers from
electron density fluctuations. In the context of layering of Schmidt numbers it was found that
energy dissipation rates and Schmidt numbers, i.e. mean particle radii do not show a clear
correlation indicating no connection between turbulence and electron diffusivity. Hence,
the layering of Schmidt numbers is not mainly driven by turbulence, e.g, by size depending
segregation. The measurements of electron density fluctuation showed that the Schmidt
numbers for electrons in the winter mesosphere can be larger than 1. However, the values
are smaller than found during summer time meaning that the influence of charged particles
on the electron diffusivity is small if there are no large ice particles. As known from previous
investigations, there is a connection between Schmidt number and mean particle size. This
was previously applied to measurements in the vicinity of large ice particles (r > 8 nm).

In this work, for the first time, the relation between Schmidt number and mean particle
size was applied to particle radii below 1 nm. Notably the measurements were conducted
in the presence of pure MSPs instead of ice particles. It was found in this study that there
is a lower limit down to which the conversion of Schmidt number to particle radii is reaso-
nable. The limit was found to be Sc ≈ 3 or r ≈ 0.45 nm. The largest mean particle radius
was found to be 0.75 nm which is in good agreement with previous studies. To explain the
absence of polar mesospheric winter echoes during WADIS-2 turbulent energy dissipation
rates and electron Schmidt numbers obtained from the in situ measurements were used to
derive radar volume reflectivity η for the MAARSY radar. Resulting η-values are several
orders of magnitude smaller than the detection limit of MAARSY. Hence, the signal was way
too small to be detected which perfectly explains the absence of echoes.

A new method of deriving a charged particle size distribution function was presented in
this work using independent in situ measurements. Available parameters deduced from
measurements were total density of charged MSPs, density of a fraction of charged MSPs
and the mean radius of all charged MSPs. Due to these constraints only simple distribution
functions with one maximum were applicable. The lognormal distribution obtained the
bests results for this method. The results show that the majority of the particles were smaller
than 1.5 nm which is in agreement with earlier findings.

In addition the charge balance was studied in more detail. First of all a simple appro-
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ach was used to estimate the number of electrons from the measured positive ion density.
The difference to the measured electron density gives the estimated charged MSP density,
which was in the order of 20 000 cm−3. A simple 1d charging model was adapted trying to
reproduce the measured data. This model includes electrons, positive ions, negative ions,
neutral and charged MSP of different sizes. Most of the model inputs were taken from
measurements. Additional inputs were taken from models. It is known that the existence
of negative ions in the lower D-region mainly depends on the density of atomic oxygen
because it destroys the primary negative ion O−

2 . The modeling results show that at low
atomic oxygen densities the overall degree of ionization increases whereas electron density
decreases which is in agreement with earlier findings. The increase of ionization is due to
the longer lifetime of negative ions compared to free electrons. In this work the feedback of
atomic oxygen onto charging of MSPs was investigated. It was shown in previous works that
charging of MSPs is strongly coupled to electron density. The presented modeling results
show that if atomic oxygen densities are low the negatively charged MSPs density decreases
due to the formation of negative ions. Additionally it was found that smaller MSPs are more
affected by the presence of negative ions since the charging rate of a MSP scales with its size.

In the second part of this work measured plasma densities are compared to modeling
results. In order to reproduce the measured plasma densities, the model inputs originating
from other models were adjusted. One finding was that the neutral MSP background had
to be shifted from ∼80 km to ∼88 km in order to yield model results in better agreement
with the measurements. This shift indicates that the meteor ablation peak height is also
in this altitude range which is in agreement with meteor input function obtained by radar
measurements. Furthermore a reduced atomic oxygen density compared to photometer
measurements was necessary to reproduce the electron density below ∼80 km. It is believed
that at these altitudes both measurements might have uncertainties justifying the adjustment
of density to lower values.

Different shapes of charged particle size distributions were tested in order to reproduce
the observations in the first part of this work. The size distribution of negatively charged
MSPs from the model has a more complex shape with more than one maximum. This finding
supports size depending measurements of charged MSP density of previous measurements
by Robertson et al. [2014]. In order to reproduce the WADIS-2 plasma densities electrons in
the model have to attach to and remain on smallest MSPs (r <1 nm) . This indicates that the
probability that electrons stay on very small MSP is large, i.e., they consist of molecules with
high electron affinity.

The objectives of this work are given in Sec. 1.4. Subsequently the results are summarized
with respect to these objectives.

1. Do charged dust particles alter the response of free electrons to neutral turbulent
motions in winter?
There are very few measurements of dust in winter. The unique payload configuration
of the WADIS-2 rocket enabled common volume measurements of all dusty plasma
components. By means of this instrument constellation we could show for the first
time that charged MSPs can have an effect on free electron motion in the presence of
neutral turbulence even though their mean radius is small (∼0.5 nm). As the presented
results show, in the presence of charged MSP free electrons are structured to smaller
scales than neutrals. This effect, however, is much smaller compared to the influence

93



by large ice particles in summer which requires very sensitive instrumentation.

2. Which dust sizes contribute to charged fraction of the dust ensemble? How is the
shape of their size distribution?
In this work it was shown that the conversion of Schmidt number to mean particle ra-
dius can be applied to MSP down to a lower limit of Sc ≈ 3 and r ≈ 0.45 nm. The mean
radius of charged particles found in this study was between 0.5 nm to 0.8 nm which
is in agreement with earlier findings. A new method to derive a charged particle size
distribution by means of independent measurements yields a lognormal distribution
where the majority of particles are smaller than 1.5 nm which also supports previous
works.

The modeling results presented in this work revealed that to reproduce the measured
dusty plasma densities the resulting charged particle size distribution is of a more
complex shape with two maxima. This finding indicate that smallest MSPs might be
efficiently charged which supports previous measurements by Robertson et al. [2014].

3. Can smallest charged dust particles explain huge electron depletions above 80 km?
In agreement with earlier measurements the WADIS-2 measurements and model calcu-
lations presented in this work confirm that the electron depletion is caused by charged
MSPs. It was furthermore found that the huge difference between electron and positive
ion density above 80 km can be explained by a large amount of charged MSPs with
radii around 0.5 nm or smaller.

4. How does atomic oxygen influence the charging of MSP?
It is known that atomic oxygen controls the amount of negative ions during night time.
The model calculations show that for oxygen densities larger than ∼ 1 × 109 cm−3 there
are no negative ions which supports earlier work. It was previously shown that the
charging of MSP mainly depends on the presence of electrons which is confirmed by
the presented modeling results. Moreover, the model calculations show that the larger
atomic oxygen density the larger is the charged MSP density. Possibly, atomic oxygen
controls the amount of MSPs by regulating the available amount of free electrons.

The findings of this work support that charged MSPs play an important role in the lower
D-region. Notably a first experimental proof was presented that charged MSPs can decrease
the diffusivity of free electrons in winter. It was shown that above 80 km during winter night
time the majority of the charged MSPs is likely to be smaller than 1 nm and their density can
exceed the electron density by one order of magnitude.

8.2 Outlook

The deeper one delves into a topic the more questions arise and the initial to-do list rather
grows. This work focuses on the properties of dusty plasma during winter night time.
However, analysis and instrument techniques developed in the course of this work are
planned to be applied to the future project called PMWE whose first campaign was conducted
in April 2018. The plasma to neutral coupling is an essential mechanism to form the so-
called polar mesospheric winter echoes. Here it is important to estimate the particles size
distribution but also the role of charged MSP in turbulent MLT plasma. Based on the results
of combined aerodynamical and electrostatic simulations a new particle detector design
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was developed. The new detector should be capable of detecting smaller particles at lower
altitudes.

In context of PMWE investigation of segregation effects on charged MSP size distribution
by neutral turbulence should be considered. One first step could be done by using existing
turbulent fields from DNS with SIMION. Here a wide range of particle sizes can be simulated
to estimate their distribution in a turbulent field. The scope of this investigation is whether
layers of enhanced mean particle size are produced by turbulence via segregation.

The influence of payload charging onto the measurements is still not well known. It is
usually very difficult to obtain the payloads potential without multiple fixed biased or swept
Langmuir probes. A new idea of calculating payload potential may be obtained using a fixed
biased probe for electrons (CONE) and absolute electron density by the wave propagation
experiment. A comparison of both should lead to the missing payload potential. Therefore
the probe characteristics should be well known in order to apply the appropriate theory.

The simple charging model includes photodetachment and might be used to estimate
charge dust densities during daytime.
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Appendix A

WADIS-2

A.1 Launch information

Table A.1: Launch parameter of the WADIS-2 flight.
value

Date 05.03.2015
Time 01:44 UT
Location Andøya Space Center (69° N, 16° E)
apogee 126.05 km @ T+ 175 s
Exp. Phase 54 km to 100 km, T+52 s to T+ 101 s
Roll (spin) rate 3.27 Hz

A.2 Trajectory fit parameter

The trajectory of a rocket can completely be described by altitude, latitude and longitude.
Those quantities are measured for example by a GPS receiver on board the rocket which has
a low sampling rate (∼50 Hz). To assign a position in the 3 dimensional space to each time
step defined by the instruments sampling rate usually 4 order polynomials are used. For
altitude at time t this relation is given by

z(t) �
∑

i

ci(t − tre f )i ,

where i � 0..4 , ci are the polynomial coefficients and tre f is a reference time which in this
case is 0. Hereafter, the coefficients are given for altitude, latitude and longitude.

A.2.1 Altitude

c0 � −1.93991645 · 104

c1 � 1.67153022 · 103

c2 � −4.87771935
c3 � 5.72293713 · 10−4

c4 � −8.07050311 · 10−7
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A.2.2 Latitude

c0 � 6.92690861 · 101

c1 � 1.97388105 · 10−3

c2 � −4.79121001 · 10−7

c3 � 1.10732055 · 10−9

c4 � −3.16217099 · 10−13

A.2.3 Longitude

c0 � 1.60557040 · 101

c1 � −2.71227221e · 10−3

c2 � −1.36104321 · 10−7

c3 � 1.86960448 · 10−10

c4 � 8.62366644 · 10−13
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Appendix B

WADIS-2 CONE EP spectra fits

In this part of the appendix all used spectra of the electron density fluctuations with the
corresponding fit of the Driscoll & Kennedy-model are shown.
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Appendix C

WADIS-2 CONE NP spectra fits

In this part of the appendix all used spectra of the neutral density fluctuations with the
corresponding fit of the Heisenberg-model are shown.
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Appendix D

Uncertainty estimation

Subsequently the estimation of uncertainties is described. This is done for parameters
obtained from the analysis of neutral and electron density fluctuations. These are the
turbulent energy dissipation rate ε, Schmidt number Sc and particle radius r obtained by
spectral method described in Sec. 2.1.2 and the relation to the particle size given in Sec. 4.5.

D.1 Uncertainty of ε and Sc

The turbulent energy dissipation rate obtained from the neutral density fluctuation inhabits
uncertainties which arise mainly from the quality of fitting the Heisenberg-model and number
of fitted parameters. Uncertainties introduced by aerodynamics are neglected in this study.
The uncertainty of ε for the Levenberg-Marquardt technique of solving least-square problem
is than solely given by the 1-σ error scaled by the measured χ2-value.

uε �

√
C−1

kk
χ2

n − p
, (D.1)

where C−1
kk is the 1-σ error of each fitted parameter derived from the covariance matrix, χ2

is the weighted chi-squared value, n is the number of data values and p the number of
parameters to fit. In the case of neutral air turbulence this are two parameters, ε and the
variance dissipation rate Nϑ. A more rigorous treatment of error estimation can be found in
Szewczyk [2015].

As the Schmidt number is also obtained fitting a spectral model to a measured spectra of
tracer density fluctuations, its uncertainty is depending on the quality of the fit. Since one
uses the ε-value from the neutral density fluctuations as fixed parameter, the uncertainty of
ε propagates into the Schmidt number uncertainty. This influence was estimated varying ε
by its uncertainty, fit for the Schmidt number and measure the variance of it. The maximum
was found to be 0.8. An additional uncertainty enters the derivation of Sc by using only a
part of the measured spectrum to be fitted. By varying this part also the obtained Schmidt
number alters. this influence was estimated by perform ten fits with randomly sized fitting
windows. Afterwards the 1-σ error of Sc was calculated (σ = 0.5). The final uncertainty of
Schmidt number is than

uSc �

√
u2

f it + u2
prop ,ε + uwindow , (D.2)

where u f it is uncertainty corresponding to the fit quality (analog to uε explained above),
uprop ,ε is the propagating error of the ε derivation and uwindow is a statistical error introduced
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by using different fitting windows.

D.2 Uncertainty of particle radius

Main influence on the particle radius uncertainty is introduced by the Schmidt number.
Uncertainties of other quantities such as neutral density and temperature are considered to
be negligible.

D.2.1 Polarization model

Following standard theory of propagation of error the uncertainty of radii derived by the
polarization model is

urP �

���� drP
d

dSc

����·∆Sc , (D.3)

where ∆Sc is the Schmidt number uncertainty defined in Sec. D.1. Inserting Eq. 4.20 into
D.3 and differentiating yields

urP �

�����−2
3
ν2

Sc3 C2
P

©«
3mn

4πϱ
1(

ν
Sc CP

)2
− 1

ª®®¬
− 2

3

·
©«
−3mn

4πϱ
1
1((

ν
Sc CP

)2
−1

)2

ª®®®®¬
�����·∆Sc (D.4)

where CP �
9.06 × 105kBT

Nn |Za |e

√
ϵ0
παmn

.

D.2.2 Hard sphere model

In analogy to the previous section uncertainty of radii derived by the hard sphere model is

urH �

����drH
d

dSc

����·∆Sc (D.5)

inserting Eq. 4.24 and differentiating yields

urH �

����� a2 1√
Sc CH

�����·∆Sc (D.6)

where CH �
8
3νNn

√
2πmn
kBT .
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Appendix E

SIMION Lua user program

In order to use external fields SIMIONr there is a need for an additional so called user
program written in Lua language. This program calls the collision model (collision_hs1 . lua)
which is a hard sphere collision model. For documentation reasons the user program code
is listed in the following.

1 simion.workbench_program ( )
2 l o ca l HS1 = simion. import " c o l l i s i o n _ h s 1 . l u a " −− Impor t HS1 c o l l i s i o n model
3 −− Number o f example t o t e s t .
4 ad jus t ab l e _gas_mass_amu = 28
5

6 function HS1 . in i t ( )
7 −− F i r s t make su r e P , T , v a r r a y s from p r e v i o u s runs a r e un loaded
8 −− t o p r e v e n t a c cumula t ing m u l t i p l e c o p i e s in memory. Then i n s t a l l
9 for i =#simion.pas ,1 , −1 do

10 print ( i , s imion.pas [ i ] . f i l ename )
11 i f s imion.pas [ i ] . f i l ename == ’ pressure .pa ’ or
12 s imion.pas [ i ] . f i l ename == ’ temperature.pa ’ or
13 s imion.pas [ i ] . f i l ename == ’ u.pa ’ or
14 s imion.pas [ i ] . f i l ename == ’ v.pa ’ or
15 s imion.pas [ i ] . f i l ename == ’ w.pa ’
16 then
17 s imion.pas [ i ] : c l o se ( )
18 end
19 end
20 −− v e l o c i t y in x d i r e c t i o n
21 l o ca l vel_x = simion.pas : open ( ’ u.pa ’ )
22 function HS1.ve loc i ty_x ( x_gu , y_gu , z_gu )
23

24 return vel_x : po t en t i a l _vc ( x_gu , y_gu , z_gu )/1000 −− /1000 from m/ s t o mm/ Âţs
25

26 end
27 −− v e l o c i t y in y d i r e c t i o n
28 l o ca l vel_y = simion.pas : open ( ’ v.pa ’ )
29 function HS1.veloc i ty_y ( x_gu , y_gu , z_gu )
30

31 return vel_y : po ten t i a l _vc ( x_gu , y_gu , z_gu )/1000 −− /1000 from m/ s t o mm/ Âţs
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32

33 end
34

35 −− v e l o c i t y in z d i r e c t i o n
36 l o ca l vel_z = simion.pas : open ( ’ w.pa ’ )
37 function HS1.ve loc i ty_z ( x_gu , y_gu , z_gu )
38

39 return vel_z : po ten t i a l _vc ( x_gu , y_gu , z_gu )/1000 −− /1000 from m/ s t o mm/ Âţs
40

41 end
42

43 −− t e m p e r a t u r e
44 l o ca l temp = simion.pas : open ( ’ temperature.pa ’ )
45 function HS1.temperature ( x_gu , y_gu , z_gu )
46

47 return temp : po ten t i a l _vc ( x_gu , y_gu , z_gu )
48

49 end
50 −− p r e s s u r e
51 l o ca l pres = simion.pas : open ( ’ pressure .pa ’ )
52 function HS1.pressure ( x_gu , y_gu , z_gu )
53

54 return pres : po t en t i a l _vc ( x_gu , y_gu , z_gu )
55

56 end
57

58

59

60

61

62

63

64

65

66

67

68 end
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