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Chapter 1

| ntr oduction

1.1 Motivation

The minor chemical constituents play asignificant rolein the middle atimosphere. These
constituents determine the radiation budget and influence the dynamics through heat, which
calorificatein chemical reactions. Very few constituents can be measured by various ground
based or rocket- and satel lite-bornetechniquesavail able. For certain time periodsor geographical
regions other constituents are unmeasurable. The mesosphere - sometimes also called the
“ignorosphere” - isstill aregion characterized by different unexplained phenomena Thereisa
permanent lack of data required for different investigations to employ model data. Different
discrepanciesbetween observaionsand model cd culationshave been reported intherecent past.
Examplesof these discrepanciesare: the so-called ozonedeficit problem[e.g. Clancyet al ., 1987;
Eluszkiewicz, 1993; Siskind et al., 1995; Summers et a., 1997], the HO,, dilemma[Summers
etal., 1997; Offermann, 2000; Conway etal., 2000], and the upper mesospheric water vapor layer
explained in terms of the recombination of O and H, on meteoric dust [Summers and Siskind,
1999]. The intercomparison of observations revealed considerable differences between
individual measurements [Nedoluha and Hartogh, 2006]. However, the comparison between
different model resultsal so showed distinct differences[ Sonnemann et al., 2005]. M oreover, not
all phenomena in the atmosphere can be studied by measurements. Two reasons for thisare a
lack of ability and precision (for example, the water vapor measurementsabove 85 km). It isnot
easy to measure all chemical constituents together in the same place and time, however thisis
sometimes necessary in order to understand aphenomenon. Conseguently, thissituation also
requires the development of sophisticated models. Both the monitoring of the atmosphere and
its modeling are necessary to investigate its physical and chemical state.

On the other hand, three dimensional dynamical models need global distributions of
chemical constituentsfor calculations of radiation and heat budgets. The solution to the problem
is made possible by the development of models which calculate the distribution of chemical
constituents and which also feed the dynamic part of the model. Moreover, three-dimensional
modelsof dynamicsand chemistry can be applied to study theinfluence of anthropogenic adtivity
on Earth’ satmosphere, response of the atmosphereto differentimpactsand predictions of future
states. Furthermore, three-dimensional modelsof the dynamicsand chemistry, verified with data
from measurements and examined for the Earth’s atmosphere, can be generalized for the
atmospheres of other planets. The modeling is very important for the Earth and ather planets
where the ability to gain measurementsis limited.
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1.2 ThesisOutline

Thefocus of thisthesisisto study some of the features of the behavior and distribution
of important minor chemical constituentssuch asozone, water vapor, hydroxyl etc. inthemiddle
atmosphere using asophisticated chemistry-transport model (CTM). A short historical overview
can be found in appendix A.

A time-dependent three-dimensional numerical chemisty-transport model wasdevel oped
and used to study the distribution of chemical minor constituents in the mesosphere - lower
thermosphere (MLT) region. All physical processesbelieved to beimportant are simulated inthe
model, including chemical interaction, photochemical dissociation, eddy and molecular diffusion,
and advection. The model has been described in Chapter 2.

The model was used to investigate multiple phenomena. Examples of these phenomena
are the photochemical Doppler effect, solar influence on mesospheric water vapor by
Lyman-alpha radiation, autocatalytic waer vapor production as a source of relatively large
mixing ratios within the middle to upper mesosphere in high latitudes during summer, tertiary
ozone maximum formation, and trends of mesospheric water vapor due to increase of methane
and other minor constituents.

Different measurements have shown that large water vgpor mixing ratios occur in the
upper mesosphere at high-latitude summers under conditions of strong solar radiation. In this
area, photolysis should effectively reduce the water vapor mixing raio. The analysis of this
finding by means of a three-dimensional model supplies evidence that water vapor is
autocatalytically formed below a crossover height of about 65 km, transported upward and
destroyed by photolysis above this altitude. The discussion of autocatalytic water vapor
production is the subject of Chapter 3.

The intensification of agriculture and industry leads to injection into the atmosphere of
such gases as methane, carbon dioxide, dinitrogen oxide. The anthropogenic changes of the
troposphere are well studied but the impact on the mesosphere-lower thermosphere was not
clarified. The influence of the rising concentrations of methane, dinitrogen oxide and carbon
dioxide since the pre-industrial era upon the chemistry of the mesosphere was studied by the
model and discussed in Chapter 4.

The gpatio-temporal behavior of the ozone mixing ratio in the upper
mesosphere/mesopause region under nearly polar night conditionsis one of the phenomena not
completely understood or reproduced by models thus far. The most marked features of the
modeling results are a pronounced ozone maximum around 72 km occurring close to the polar
night terminator during night and astrong drop of the mixing ratio aove approximately 80 km.
These features were also found by means of ground-based microwave measurements in high
latitude at the Arctic Lidar Observatory for Middle Atmosphere Research (ALOMAR, 69.29° N,
16.03° E) and even at themoderatelatitude of Lindau (51.66° N, 10.13° E) during nightsin the
winter season. This result was explained in terms of accumulation of ozone under twilight
conditions with a reduced photolysis of water vapor and a small and permanently acting
dissociation of molecular oxygen into atomic oxygen (which will be quickly converted into
ozone). The comprehensive discussion of the question is the theme of Chapter 5.

The photochemical system of the mesosphere represents a nonlinear chemical oscillator
enforced by diurnal periodic solar radiation. This oscillator can display such effects as period
doubling cascades and other subharmonics or chaos. The nonlinear effectsin MLT region are
discussed in Chapter 6.



An ability to reproduce small-scale effectsis significant for atmospheric modeling. One
of such effects is Sudden Stratospheric Warming (SSW). It consists of a sudden increase of
temperaturein the stratosphere for high and middle latitudes in winter during atime range of 1
or 2 weeks with deceleration of zonal mean zonal flow, distortion and breakdown padlar vortex.
The impact of a stratospheric warming event upon minor constituents in the ML T region has
been investigated by means of the model and discussed in Chapter 7.

Additionally, a submodel for calculation of chemical heating rates, and a submodel
considering the relaxation of excited hydroxyl constituents were devd oped. These submaodels
can be applied for future studies and are considered in Chapter 8.

Thelast Chapter summarizestheresultsand showsthe perspectivefor futuredevel opment
and improvements of the model.



Chapter 2

Model Description

The 3-dimensional Global
Circulation Mode (3D-GCM)
presented here consists of two
main parts: dynamical and
chemical part. Figure 2.1
schematically shows the main
blocks of the model. The
Chemistry-Transport Model
(CTM) consists of block for
chemical calculations, block for
calculationsof eddy and molecular
diffusive transport, and block for
calculationsof advectivetransport.
The CTM part discussed below in
Chapter 2.2 more com-
prehensively. The output of CTM
is a 3-dimensional distribution of
minor chemical constituents,
which is transmitted into the
dynamical part. The dynamical
part calculates 3-dimensional
fields of temperature and zonal,
meridional and vertical winds.
This 3d-distribution of dynamical
data feed back into CTM. Two
dynamical parts are possible for
the calculationss. COMMA-IAP
(Cologne Model of the Middle
Atmosphere of the Institute of
Atmospheric Physics) and LIMA
(Leibniz-Institute model of the
Middle Atmosphere).
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The Figure 2.1. The scheme of 3D-GCM.



dynamical model COMMA-IAP is a climatologically mean model and LIMA is a model for
realistic calculationsfor agiven year and itis applied to different open scientific questions. The
calculations which will be discussed in Chapters 3-7, 8.1 are done based on COMMA-IAP and
in Chapters 7, 8.2 based on LIMA dynamics. The dynamical parts of the GCMs and the
difference between them are described in Chapter 2.1.

2.1 Dynamic Model

The dynamical part of the models COMMA-IAP and LIMA are based on a model
developed by Klinker [1981] and Rose [1983]. COMMA-IAP represents an improved version
of the model COMMA-1AP described by Kremp et al. [1999], Berger and von Zahn [1999] and
Korner [2002]. COMMA-IAP is based on spherical coordinates with a horizontal resolution of
5°inlatitude and 22.5° in longitude. This corresponds to 36 steps in meridian direction versus
16 steps in zonal direction. The vertical grid of the model has an extension from the ground up
to the lower thermosphere (0-150 km). Nonlinear (primitive) atmospheric equations are
integrated in time steps of 225 s. The radiation code considers the EUV and X-ray spectrum of
the solar radiation which reflects the main focus on the mesosphere and lower thermosphere. It
also takes into account non-local thermodynamic equilibrium (non-L TE) parameterizationsfor
absorption of solar radiation by O,, O, H,O and CO,, and infrared absorption and emission by
0,, H,0, CO,, NO and O. The model takes into account radiation cal culations, which provide
theradiative cooling and heating ratesto drive the diabatic circulation of the model atmosphere.
Parameterizations of the solar absorption in the UV and partly in the visible range consider the
contribution of ozone and molecular oxygen as absorbers in the middle atmosphere and lower
thermosphere. The values of the solar fluxes and absorption cross-sections are taken from the
paper of Strobel [1978]. The actual energy available from direct solar heaing is scaled by the
stored potential chemical energy and the energy loss due to airglow emission according to
MIlynczak and Solomon [1993]. Absorption of solar radiation by tropospheric water vapor and
carbon dioxideinthe near infrared rangeis cal culated according to Lacisand Hansen [ 1974] and
Liou[1980]. The cooling rates by terrestrial radiative flux divergence are computed by the use
of water vapor, ozone, carbon dioxide, atomic oxygen, and nitric oxide from the CTM. The
cooling rates due to carbon dioxide are computed using parameterizations of Kutepov and
Fomichev [1993] and Fomichev et al. [1998], including &fects from non-ocal thermodynamic
equilibrium conditions. Gravity wave drag parameterization is employed as mechanical
dissipation according to Holton and Zhu [1984]. In COMMA,, at eachtimestep theactual gravity
wave momentum deposition is calculated near critical and breaking levels due to a family of
gravity waves with horizontal phase velocities of 5, 25 and 50 m/s. The gravity wave diffusion
coefficient is then used as the actual eddy diffusion parameter for calculating thevertical eddy
transport of heat, the cooling due tothe divergence of the vertical heat flux, and the heating from
dissipation of turbulent gravity wave energy. Theset of gravity wave parametesis chosen in
such away that typical breaking altitudesoccur inthe mesopause region. Owing to gravity wave
momentum deposition on the mean flow, the model simulatesrealistic thermal behavior such as
the cold summer mesopause having temperatures as low as 120 K or the two distinctive level
structures of the mesopause [Berger and von Zahn, 1999]. The resulting net heating rates and
momentum deposition drive the diabatic circulation in the model resulting in realistic wind
systems[Kremp et a., 1999]. A detailed description of the dynamic part of the model is also
given in Korner [2002].



LIMA isahydrostatic global Eulerian grid point model integrating the set of nonlinear
primitive atmospheric equations. The model extendsfrom the ground to the lower thermosphere
(0-150 km). A smoothed topography is included as a lower boundary condition of the
geopotential. The vertical resolutionis z 1.15km. The dynamical part of the model is based
on acompletely new model architecture compared with the older version (COMMA-IAP). All
model versions were designed for investigations of the physical processesin the MLT region.
The older versions, as mentioned above, are based on spherical coordinates. The disadvantages
of these coordinates are the pole singularities and the non-equidistant grid point disances
increasing toward the equator. This drawback has been overcome by theintroduction of triangle
(simplex) coordinates. The older versions are unable to model phenomena such as planetary
waves or sudden stratospheric warmings (SSW). They only calculate climatological means of
aeronomic parameters. The new model assimilaes ECMWF (European Center for
Medium-Range Weather Forecasts) data containing the information about planetary waves for
both horizontal wind and temperatures below 35 km. The dynamic model then calculates the
propagation of thesewavesintothe M LT region and thus computesthe current dynamical state
in this domain. The same methode is applied for sudden stratospheric warming events. A more
detailed description of LIMA isgiven in Berger and L Ubken [2006] and Berger [2007].

2.2 Chemistry-Transport Model (CTM)

A chemistry model was developed by Sonnneman et a. [1984] and Fichtelmann and
Sonnemann [1989] as aone-dimensional model with thelower boundary at 30 kmand the upper
boundary at 200 km. A chemical family concept was used grouping together the constituentswith
fast exchangereactionsin order to solvethestiff ordinary differential equation (ODE) systemfor
chemical condtituents. Based on experience with one-dimensiona models, a global
three-dimensional model was devel oped asintroduced in Appendix A. Thismodel wasdesigned
to model the MLT region, focusing on the mesopauseregion. This region is the least studied
domain of the entire mi ddle atmosphere and requires careful modeling.

The chemistry-transport model consists of a chemical, aradiation and a transport code.
The chemical codeis based on the concept of chemical families[Shimazaki, 1985]. It considers
three families subjected to transport: the odd oxygen (O, O, ,0('D)), the odd hydrogen ( H, OH,
HO,) and the odd nitrogen ( N(*S), N(°D), NO, NO, , NO, ) families. The hydrogen compounds
H,,H,0, CH,and H,0, , the so-called even hydrogens, areal so subjected to transport. A simple
code considers the impact of chlorine and bromine species that do not influence the chemistry
of the mesosphere [Crutzen et al., 1995]. Weinclude all relevant constituents and reactions in
the CTM influencing thedomain under consideration. Therateconstantsaretaken from Atkinson
et al. [1992], DeMore & al. [1990, 1997], Sander et al. [2003], and afew three-body reactions
from Hampson [1980]. The radiation code is taken from Sonnemann and Fichtelmann [1989],
Sonnemann et al. [1998] and R&th [1992]. It combines a code developed for the
thermosphere-mesosphere with a code developed for the stratosphere. The transport code
considers both advective and diffusive (turbulent and mad ecul ar) transport. One of the problems
of numerical modeling is the uncertainty in advection transport due to finite difference
approximation. Henceforthwecall thisuncertainty “ numerical diffusion”. Thereareschemesthat
reduce the diffusivity of the transport scheme [e.g. Smolarkiewicz, 1983; Prather, 1986; Bott
1989; Bott, 1992]. However, these schemes did not suppress it sufficiently, particularly under
conditions of steep concentration gradients. A large diffusivity influences the distribution of
minor constituents such as water vapor within the mesopause region. Because of this, the water



vapor mixing ratio in the area of noctilucent clouds (NL C) under specific constraints (83 km at
high latitudesin summer) cal culated by employing the Smol arkiewicz scheme amounted to about
4 ppmv [Kdrner and Sonnemann, 2001]. A newly developed advective transport schemethat is
almost free (nearly zero) of numerical diffusion is applied in the model [Walcek and Aleksic,
1998; Wal cek, 2000]. Theeddy diffusion coefficient reflects chaotic processesof theairflow (for
example the breaking of gravity waves) that cannot be resolved in the frame of the dynamic
model. The eddy diffusion coefficient is an external parameter for the model. It depends on
height, latitude, season, and local time. There are different estimations and measurements and
indirect hints on the magnitude of the diffusion coefficient [Hocking, 1990; L Ubken, 1997]. For
calculationswe use our standard eddy diffusion profilebased on results by Lubken [1997]. The
Thomas algorithm for vertical diffusion parameterization is applied in the model [Morton and
Mayers, 1994 ].

2.2.1 Chemical Code
The elemental parts of the chemistry are listed below.

. Thechemical speciesused inthemodel: H, OH, HO,, H,0,, H,, H,O, CH,, O, O(*D), O,,
N, NO, NGO, , NO,, N,0O, Cl, CIO, Br, BrO, CO, CO, .

. Constituentssubject to advective transport are: H, , NO, O, O,, H,O, CH,, N,0, H,, CO,
Co,, Cly, Bry .

. Constituents subject to diffusive transport are: O, O;, H,, H,O, CH,, N,O, H,, N, NO,
NO,, NO,, CO, CO,, Cly, Bry .

. The reaction scheme includes 56 individual chemicd reactions.

. 14 photodissociation rates reflect the diurnal variation of the daylight dependent
reactions.

. The chemical families are:

Hy,=H+ OH + HO, + H,0O,
O, =0+0('D) + O,
NO,=N + NO + NO, + NO,
Cly=Cl +CIO

Bry, = Br + BrO

2.2.2 Radiation Code

The main part of the diurnal variation in chemistry results from the change of the zenith
angle of the sun at the grid point and depends on sort of molecules. The radiation code used is
the same as in the paper by Sonnemann et al. [19984]. The code was primarily developed by
Fichtelmann and Sonnemann [1989] for use in mesospheric and thermospheric modeling and
considersthe EUV and X-ray spectrum of the solar radiation. Thelower mesospheric rateswere
revised by Kremp et al. [1999] by implementing a code developed by Rd&th [1992] for
stratospheric modeling. The amnual variation due to the eccentricity of the earth’s orbit is
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approximated by a sine function with amplitude of 3.5% of the calculated rates. Absolute
variation is 7% between summer hemisphere and winter hemisphere.

Theradiation code isrunning offline, meaningthat it uses fixed absorber concentrations
for the calculation of the photodissociation rates. The photodissociation ratesin amodel run are
taken from the precal cul ated library and the actual rates depend on height and zenith angle of the
sun at the grid points. Due to small variations in the mesospheric photolysis rates of the minor
constituents, this is a possible first approximation. The procedure described above saves
computational time; however, for full interactive coupling withthe dynamic moduleit should be
revised to use actual absorber concentrations. Additionally, thedissociation rate of water vapor
has been revised [Grygalashvyly and Sonnemann, 2005] according to the correction of the
Lyman-apharadiation by Woods et a. [2000]. The reactions of photodissociation used in the
model are listed in Appendix D.

2.2.3 Diffusion Code

Inthe model, diffusive transport isdivided into turbulent and molecular parts. Thesmall
scal e turbulent mixing cannot be resolved by thegrid structure of the model. It is parameterized
by the concept of eddy diffusion. The atmaospheric motion can be considered as alarge number
of eddies of different scales in horizontal and vertical directions. In the CTM the eddy and
molecular diffusion are caculated with only aone-dimensona eddy and molecular diffusion
coefficient for the vertical coordinate. Thisrestrictionisjustified asthe atmosphereis advection
determined in horizontal diretions and it agrees with the state-of-the-art model treatment. It is
important to note that the eddy diffusion profileis an external quantity in the chemical model;
meaning that, to a certain extent, it can tune the model output. In the real atmosphere, the eddy
diffusion coefficient at a constant height depends on season, latitude and local time. However,
for the present model, an idealized standard eddy diffusion profile based on measurements by
L Ubken [1997] was used for all seasons.

Vertical mixinginthestratosphereisslow but isstill faster than the mixing by molecular
diffusion. In the mesosphere, vertical turbulent mixing becomesincreasingly faster with height
and is still larger than the molecular diffusion growing exponentially with atitude. In the
thermosphere, abovethe height reg on where gravity waves break - the so-called turbopause (the
atitude of Earth’s atmosphere where the eddy diffusion coefficient equals the molecular
diffusion coefficient) - the separation of constituents by molecular diffusion is stronger than
mixing by turbulent diffusion. This region istermed the heterosphere. The molecular diffusion
becomesimportant at about 90 km and isdominant ebove 100 km. For light atoms and molecules
(especiallyH,, H and O), the mixing ratios begin to increase, meaning their relativecontribution
increase. Themolecular diffusion coefficient roughly dependsinversely on the molecul ar wa ght,
and thus each species possesses its own turbopause. In the model the molecular diffusion
coefficients were computed according to the formula given in the U. S. Standard Atmosphere
[1976] or in Banks and Kockarts[1973], depending on the air density, the temperature resulting
from the dynamic part of the model and a specific constant mainly determined by the molecular
weight.

2.2.3.1 Eddy Diffusion

According to Colegrove et al. [1965] the vertical flux of the molecules of the i‘th gas
speciesis given by
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where n, is the number density of thei th gas species, R is the universal gas constant, D, is the
height-dependent molecular diffusion coefficient of the i'th species diffusing through N, , &, is
thethermal diffusion coefficient of thei'th species, M, isthe molecular weight of the gasthrough
which thei'th speciesisdiffusing (for the major speciesN, , M hasthe value 28.0134 kg/kmoal),
and K is the height-dependent eddy diffusion coefficient.

At each grid point of the model, the number density of air changes with temperature
according to the ideal gas law. The calculations of diffusive fluxes are done in terms of the
mixing ratios of the constituentsin order to get better accuracy. The number density of theair is
important in the chemical code for the termolecular (three-body) reactions. A change in
temperature results in a changeof the productionand loss rates for several constituents.

Thederivation for the calculation in mixing ratios and dz from log-pressure coordinates
is shown below for eddy diffusion and for mdecular diffusion, which is abit more complex.
Both are combined and solved in the model by the implicit Euler differentiation and the use of
the Thomas algorithm [Morton and Maye's, 1994].

The calculation of temperature and wind speed by COMMA-IAP or LIMA isdoneunder
theassumption that theatmosphereisin diffusiveequilibrium. For diffusive equilibrium, theflux
induced by eddy diffusion for the number density of the air is given by

1 c?lnTD i (2.2)

With anonzero eddy diffusion coefficient, the underbraced termin 2.2 hasto be zero. Thisisthe
equivalent formulation to the use of log-pressure coordinates as used in COMMA-IAP and
LIMA.

With equation (2.2) theequation bel ow isused to cal culatetheeffect of the eddy diffusion

; . . (2.3)
af _ K&%E 2% (.:?K_K[i+.:?1nﬁj]

3t z gz \ e H &

The derivation of the equation (2.3) can be found in appendix B.

2.2.3.2Molecular Diffusion

According to U. S. Standard Atmosphere [1976] the flux due to molecular diffusion for
the i'th gas species can be written

(2.4)
Dy, = —D{%+ #, {% +i1+ e, ) ﬂ;TD
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where D, stands for the height-dependent molecular diffusion coefficient of the i'th species
diffusing through the gas for the major species N, (according to Table 3 in U. S. Standard
Atmosphere[1976]), n, isthe number density of i'th gasspecies, H, representstheindividual scale
height for the i'th component and &, is the thermal diffusion coefficient of the i'th species. The
individual scale heightH, for each component can be expressed in terms of the mean scal e height

(2.5)
g KL _* g KT _gm

Mg  mg Yomg H,

where M is the mass of one mole of air molecules, m represents the average mass of asingle
molecule, Risthe universal gas constant (R=kN, ) and k is Boltzmann's constant. N, stands for
Avogadro's constant, m is the mass of the single moleculeof i'th species. The height variation
for mand g are small in the lower and middle atmosphere. Therefore, H changes mainly with the
change of temperature, and constant scale height means constant temperature in the first
approximation. Both models under consideration (COMMA-IAP and LIMA) use log-pressure
coordinates with a constant scale height of H = 7 km.

The molecular diffusion coefficients are proportional to temperature, and inversely
proportional to the number density of air.

A (26)
D!. = .f:_lf!. R — )
Pl H

The species dependent coefficientsa, and (3 are taken from U. S. Standard Atmosphere [1976].

The equipartition law of the kinetic theory of heat ? u? = ; kT givesusthe ability to derive
the appropriate values of molecular diffusion coefficients for all molecules from the table of U.
S. Standard Atmosphere [ 1976], because the root mean square of the velocityis proportional to
themolecular diffuson coefficient. The coefficient a(H,) iscal culated fromthevaluea(H); while
all other components ae calculated from the values of a(O) and a(O,), depending on which
molecular weight is closer to the molecular weight of the considered component.

al H,) = al ) mH) a =ald m(O} ar @ =ald) M(O:). @7
m(H,) P

The equation below isused to cdculate jointly the effect of the eddy andmolecular diffuson. Its
derivation can be found in Appendix C.

a _&f 28

— i E+D
a &

E i B eolo B er o)) rols e £ 2T

e g N H e
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The structure of equation (2.8) allows very fast calculation of the diffusion terms and high
precal culation for the terms of the innermost loop, resulting in afast computer code with ahigh
degree of vectorization.

2.2.4 Advection

In numerical modeling of atmospheric phenomena it is often necessary to solve the
advection equation for non-negative definite scalar functions. For this purpose a number of
advection schemeswere devel oped [ Prather, 1986; Smolarkiewicz, 1973; Bott, 1989; Bott, 1992;
Walcek and Aleksis, 1999; Walcek, 2000]. The continuity equation describing the transport of
the nondiffusive quantity A x. y.z.t) inaflow fied isgiven by

(2.9)

Sur \VRE
— ==V | Fur,
Y W

where ¥ = (1.,v.w) isthe velocity vector, and x,y,zt are the space and time coordinates. For

atmospherictransport x and y are expressed by spherical coordinates, andu and v arethevelocity
componentsin the corresponding direction of the sphericd coordinatesystem. The change of the
guantity per timeinterval in agrid box must be equal to the flux through the boundariesif there
are no sources and sinks. Equation (2.9) can be transformed into

- +V- Vi + yf?-ﬁ’; =0
ot

For an incompressible fluid the divergence of the wind speed is equal to zero which
simplifiesequation (2.10). For acompressibefluidlike the atmosphere, asimilar simplification

T{ pV} = () can be achieved by the use of 10g-pressure coordinates as used in COMMA-IAP

and LIMA. The vertical velocity wis calculated in COMMA-IAP according to the hydrodatic
law

1 7 1 & 1 & (2.112)
—(vcosgd) + —+——(gwi=10,
roosg &t reosg B4 o

with g, (z) = o, exp(—z / H) ,where p. isthedensity at z = 0 . For adetailed description
also see Holton [1992] and Berger [1994]. Equation (2.10) with V{ pf/;} = () isreduced to

By - 2.12)
N v.-vy=o.
Bt

If an air parcel at alevel of constant pressure is heated by radiation, the air expands and a
divergent flow follows aslong asthe expansion processtakes place. Theformulation of equation
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(2.11), however, is equivalent to V - pf/; = (), and so equation (2.12) is for the advective

transport equivalent to equation (2.9) and can be used for the calculation of advective transport
by the use of mixing ratios.
For the one-dimensional case equation (2.12) isreduced to

Vs 2.13
¥, W 213
&

It can be shown that for all initid values a genearal solution of the form
ydx.t) = {(x —ut) (2.14)

existsandisequivalent to awavethat propagatesin thepositivex-direction [Haltiner, 1980]. The
lines x-ut=const are called the characteristics of the advection equation.

However, for areal atmosphere no analytic solution of this equation exists. Numerical
advective schemes have to be usad to calculate transport effects. These schemeshave to fulfill
somerequirements. First of al, they must fill the requirement of monotonicity, which meansthat
the advection scheme should not produce new extreme in thedistribution of the constituents.
Secondly, the scheme should be mass conserving, which meansthere should be no sources or
sinks created by the mathematical algorithm. Another requirement is stability, i.e. the solution
should converge against finite values over along integration period. Also, the scheme should be
positive definite, i.e. there should be no negative concentraions or mixing ratics in the solution.
And last, but no less significant, the scheme should be marked by small numerical diffusion, i.e.
concentration gradients shouldbe conserved in the process of advection and should not beoverly
smoothed with time.

2.3 Improvements
2.3.1 Walcek Scheme

As mentioned in Chapter 1, the old version of the COMMA-IAP was decidedly too
diffusive. Particularly, the strong vertical tidal windsbeing one order of magnitude larger than
the mean wind created enormous problems in the extended mesopause regon so that gradients
of the mixing ratio decrease artificially. This concerned, among other variabes, the atomic
oxygen and water vapor mixing ratios - constituents marked by strong gradients. This was, of
course, an unsatisfactory situation. As all models enumerated in Chapter 1 use the same or a
similar diffusive transport scheme, it is not surprising that the published results showed clearly
smoothed structures in the mixing ratios if they have too large wind [Smolarkiewicz, 1983;
Prather, 1986; Bott, 1989, 1992]. Thusit was the main demand that any improved model shoud
reduce the numerical diffusion of the advective transport scheme.

The numerical diffusion isaconsequence of the discretegridpoint structure. In orde to
integrate the system the differential quotients are approximated by difference quotients. By
expanding the difference quotient of the advective transport terminto a Taylor series, the second
Taylor coefficient has the mathematical form of a diffusion term. This term determines the
so-called numerical diffusion coefficient which readsas = zw}/2 with z being the height
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resolution of the model and w being vertical velocity. A simple estimation shows that the
numerical diffusion can exceed the turbulent diffusion coefficient, especially for the tidal wind
component. For example, if theheight resolutionis  z=2kmand jw|=10cm/s, then =10°cm?/s
that is the order of strong eddy diffusion. The estimaion makes clear that a transport scheme
characterized by small numerical diffusion is necessary to get reliable results. The Walcek
scheme is marked by almost zero numerical diffusion. The scheme was introduced by Wal cek
and Aleksic [1998] and Walcek [2000]. Walcek scheme description can be found in Appendix
D.

Figure 2.2 illustrates general [
algorithmfor 1-dimensional case. The |. . 1Pt - . .
o7 . .. i-ttber of cells, Q-mixing ratios, w-velocitiesD-dim ensi onally
mixing ratios and velocities used as |4 endent "densities” (eq. D5 app. D)
input data for subroutine which
calculatestransport by advection. The { _%
dimensionally depended “densties’ |  Identify local extrema, specify muxing ratio
precalculated. At the first Step, the 1111]1['5 at new tune
subroutine identifies local extremum (eq DE, DY app )

and specifies mixing ratio limits at
new time for a given direction. The
next step, the subroutine updates
mixing ratios and upstream fluxes
only for the cellswhereu 0. At the
last step, the subroutine updates

mixing ratios and fluxes only for the | Tipdate muxing ratios and linit backward fluxes

Update nuxing ratios and linut forward fluxes
{u==))
(eg D3, D13, D2, D10, D11 app.0)

cells where u<0. The calculation (u=0)

cycleis repeated for all dimensions. (eq. D4, D13, D2, D12 app D)
There are two problems of | |

employing the scheme in the model. -

Thefirst isthe problem of singularity Cutput

and the second concernsthe boundary Updated mixing ratios ()

conditions at both poles. In order to
solve the problem of the boundary Figure 2.2. The general scheme of agorithm for 1-
conditions we use the additional dimensional case.

index i, . The index runs opposite

over the pole valuesto index i, which numerates grid pointsalong longitude. In other words, we
usefor thetransport over the polegrid pointsthat are symmetric to each other relative to the pole

In the Walcek schemefor vertical transport we need additional velocities and fluxes at
one cell below the lower boundary and one cell above the upper boundary. We quadratically
extrapol ate the vdues of the fluxes and velocities.

A possible mistake in implementing this scheme is incorrectly specifying the changing
fluid densitiesduring multi-dimensional calculaions. The problemisthat the monotonelimiters
(see Appendix D) used by this advection algorithm will “check” atotally worthless updated
mixing ratio resulting from using erroneous fluid densities. Problematically, we never know if
we have passed incorrect fluid densities to the code as it gives reasonable looking answe's (no
infinities, negatives etc.). So, an extremely valuable test of whether we have correctly |oaded
densities, winds, and mixing ratios into this algorithm is to run the code using constant mixing
ratios everywhere, but with monotone limiter statements turned off. In other words, we let the
scheme calculate a nonmonotonic behavior. As formulated, this algorithm is algebracally
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guaranteed to never generate an updated mixing ratio different from the constant if congant
mixing ratiosareinitidly specified for agivendomain. Such test was done with positiveresults,
meaning monotone limiterswere tumed off and calcul ation with such statements have remained
constant mixing réios.

2.3.2Water Vapor Photolyses Rate

A key component of chemistry quaity modeling is the correct estimation of
photodissociation reaction rates (or photolysisrates). Photolysis rates depend on theintensity of
solar radiation in the atmosphere and the molecular properties of the molecule undergoing
photodissociation. W ater vapor photol ysisis the main source of hydrogen radicasinthe MLT
domain influencing the odd oxygen dstribution espedally within the mesosphere. The water
vapor dissociation rate above approximatdy 70 km altitude is mainly determined by
Lyman-alpharadiation. Below this height, the radiation contribution of the Schumann-Runge
bands becomes increasingly important. The solar Lyman-alpha radiation varies strongy with
solar activity by an goproximate maximum factor of two between solar activity minimum and
maximum [Simon, 1981; Woods et al., 2000], whereas the radiation of the Schumann-Runge
bandsvari esat their maxi mum only by afew percent[London et al., 1984; Lean, 1984]. Thelater
variation is on the order of the variation caused by the eccentricity of the earth’s orbit (7%).
Lastly, based on UARS measurements, an average value of the solar cycle variation of
Lyman-alphawas estimated by a factor of 1.5 [Woods et al., 2000]. This value is smaller than
the older estimation by Vidal-Madjar [1977], who published a factor of two between solar
minimum and maximum (from 2 to 4 10" phot. cm? s%). The change of the value of the mean
Lyman-alphairradiance from 3 to about 4.65 10" phot. cm? s* (3.7 to 5.6 10" phot. cm? s*
averaged over 2 years from solar min to solar max) is more important because it influences the
H,O dissociation rate, increasing it by more than 50% relative to the older value. In our
calculation, we use a maximum variation of a factor of two in order to show a maximum
response[Vidal-Madjar 1975; Simon, 1981].

The solar rotation period of 27 days encompasses typical featuresin the photolysisrate
of water vapor. The variation of the Lyman-alpha radiation withina 27-day peiod may be & a
maximum in the order of 30% [Vidal-Madjar and Phissamay, 1980; Woods et al., 2000].
However, the latest estimated average value is 9% [Woods et al., 2000]. As the absorption
cross-section of the main absorber O, for the Lyman-al pharadiationisessentially higher than the
corresponding one for the Schumann-Runge bands a marked varidion of the water vapor
dissociation rate only occurs above approximately 70 km.

Below this domain, the oxidation of H,O by O(*D) becomes increasingly important
compared with photolysis, but it does not strongly vary within the solar cycle. Considering that
water vapor mixing ratiosdecrease with increasing height abovethemaximum at 50 - 70 km, and
regarding its aeronomic importance, one finds that the strongest impact of solar activity upon
atmosphericchemistry occurswithin the extended mesopauseregion (gorox. 70-100 km). Above
thisdomain the water vapor mixing ratios are too small and the chemistry istoo slow compared
tothetransport processes; below thisregion the variation of the dissociation rate within the solar
cycleis strongly reduced. Thus, variation of the Lyman-al pha radiation has strongest influence
upon the region 70-100 km, that is also the regon of PMSE and NLC. Therefore, it can have an
influence on the occurrence rate of these phenomena.

The influence of the 11-year solar adivity cycle variation on the chemistry of the
mesosphere/lower thermosphere, and particularly on the water vapor distribution, was
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investigated (see Chapter 3). In order to simulate a 11-year solar cycle, Lyman-alpha radiation
was parameterized by the expression

FI )= TR (2 1.0+ Ly(e) - Oy Exp[— 102 0, (). Hiz.p) sec I], (2.15)

where J"* dissociation ratesfor water vapor with applying of variation of Lyman-alpharadiation,
depend on time t, zenith angle  and height z. J°° - dissociation rates for water vapor with
minimum of Lyman-alpharadiation. Ly(t) stands for the number of photons, and ,,,,=1.4 10"
cm? corresponds to the dissociation cross-section for H,O by Lyman-alpha. The exponential
expression representsthe Beer-Lambert|aw, incl udi ng the Lyman-d pha absorption by O, asthe
only efficient absorber, and the column density of O, at asolar zenith angle depending onamean
density scale height of O,. By means of the Expression (2.15), we investigated the impact of
changing Lyman-a pharadiati on on the chemistry of the MLT region. In order to carry out trend
calculations we had to reproduce the Lyman-alpha radiation for a period since, at least, the
beginning of NL C observationsin 1883. Thisproblemwill bediscussed in context with thetrend
calculations in Chapter 4.
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Chapter 3

Modeling of Global Water Vapor

3.1 Resultsand Comparison with Observations

Water vapor is an important constituent for the upper atmosphere. It is the source for
hydrogen radicals OH and H which destroy ozone and, thus, indirectly influence on the
absorption of ultra-violet radiation. Water vapor plays arole in the cooling of the mesosphere
region by emission of long-wave radiati on. In the mesopauseregion there are some phenomena,
for example NLC, PM SE or airglow emissionin the Meinel bands, which are correlated to the
concentration of water vapor. To understand these phenomena, a detailed knowledge of the
climatology of water vapor is desirable. Responding to importance of water vapor many
measurements were done and published in papers during last years.

The most important observationsfor the purpose of comparison with the modeled water
vapor distribution of this work are the microwave measurements by Seele and Hartogh [1999]
as it was done at high latitudes - the region which is interesting from point of view of NLCs
(Noctilucent Clouds) and PMSEs (Polar Mesospheric Summer Echoes) study, and HALOE
(HALogen Ocultation Experiment) which is a satellite measurement and shows seasonal and
latitudinal distribution of water vapor. Thus, in this work comparisons with observations
mentioned above will be presented.

The microwave observations were carried out at ALOMAR (Arctic Lidar Observatory
for Middle Atmospheric Research, Andoya, Norway, 69° N, 16° E), where also temperature
observations by lidar and by falling spheres from rockets were made. Seele and Hartogh used an
average of 24 h of the measured signal at 22.235 Ghz which confines the measurements to an
altitude of about 80 km. An average over oneweek dlows an retrievd of water vapor dataup to
85 km. Above that height the measurement noise error and the influence of the a priori-prdfile
(afirst guess of the vertical distribution of water vapor which is needed for the inverting of the
data) increase strongly The microwave measurementsat ALOMAR are carried on continuously
since 1997. For detailed description of microwave spectroscopy and theintegration of the signal
see Hartogh and Jarchow [1995], Seele and Hartogh [1999], Secle [2000].

Figure 3.1 shows microwave water vapor measurements at ALOMAR [Sede and
Hartogh, 1999]. They found apronounced annual cycleat northern high latitudewithamaximum
inwater vapor mixing ratio between May and September/October and ahigher annual variability
than at midlatitudes. Thereisno semiannual cycleat thenorthern high latitudes. Thewater vapor
measurements (Figure 3.1) are in good agreement with the modeling results calculated by
COMMA-IAP (Figure 3.2). Both display the known seasonal variation at high latitudes. Highest
values occur from May to September, lowest values from January to April. The summer
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Water vapour - ALOMAR, Norway

Altitude [km]
Volume Mixing Ratio [ppm]

40

Jan 0198 Mar 0198 May 0198 Jul 0198 Sep 0198 Nov 0198 Jan 0199

Time
Figure3.1. Microwavemeasurements of water vapor mixingratio[ppmv] aa ALOMAR (69°N,
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Figure 3.2. Water vapor mixing ratio [ppmv] & 67.5° N for mean solar activity.
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maximum in the upper mesosphere occurs in the end of June - beginning of August. Both,
measurements and modeling show double maximum structure for this period. This featureis
discussed below in section 3.3 of thischapter. An absolute maximuminthemixingratio of 6.5-7
ppmv occurs in the upper stratospheredower mesosphere during September and October. All
described features for the high latitudes water vapor cycle agree wdl with the microwave
observations of Seele and Hartogh in Figure 3.1.

Asit was mentioned, the latitudinal distribution of model output can be compared with
HAL OE experiment. Figure 3.3 exhibits the result of calculaions for water vgoor mixing ratio
of the mesospherein alatitudinal section near north spring equinox (30 March) under conditions
of low solar activity. Theinfluence of Lyman-apharadiation and 11-year solar activity will be
discussed below in section 3.2 of this chapter. To the south of the equator alow latitudes water
vapor peak occursat arelatively high atitude jug around 70 km. Two other peaksright and left
of that are located in the high southern and northern latitudes slightly below (south) and around
(north) the stratopause. The southern peak lies at somewhat higher latitudes than the northern
one. Figure 3.4 shows the model output for the south summer solstice (10 January). The most
marked pattern consists of the enhanced water vapor mixing ratio in mean to high summer
latitudes of the southern hamisphere. In the vicinity of 60°S a strong maximum with values
slightly below 7 ppmv occursabovethe stratopause. However, an areaof largemixing ratios6.3-
6.9 ppmv in even higher latitudes reaches up to 80 km and even touches the NLC reggion. The
causeconsist in astrongy accelerated upward wind in summer and in autocatal ytic water vapor
production which will be discussed below in section 3.3 of this chapter. The water vapor local
maximum in midlatitudes near the stratopause of the winter hemisphere (Figure 3.4) and the
general increase of the contour linesfrom north to south with an amplified rise doseto the polar
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Figure 3.3. Latitudinal section of the water
vapor mixing ratio for north spring equinox
calculated by means of COMMA-IAP.

Figure3.4. Latitudinal section of water vapor
mixing ratio for south summer solstice
calculated by means of COMMA-IAP.

day terminator istypical for the water vapor distribution in this season.

Very similar featureswere observed by HAL OE, for example, in 1996 during the year of
low solar activity, as Figures 3.5 and 3.6 demonstrate. Thevery strong maximum of water vapor
mixing ratio with values larger than 7.4 ppmv exists near the equatorial region around 70 km
during north spring equinox (Figure 3.5). The summer hemisphere at mean and high latitudeis
characterized by adouble maximum structurewith values of water vapor mixing ratiolarger than
6.6 ppmv and a clear minimum around 60-65 km (Figure 3.6). The comparison between the
model calculations and HAL OE observations generally agrees well (see Figures 3.3 -3.6), but
alsorevealed somedifferences. Although the principal patternsare very similar, the calcul ations
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Figure 3.5. Water vapor mixing ratio [ ppmv]
for low solar activity (1996) for north spring
equinox observed by HALOE from March
16thtill April 15th with beginning ontheléft.

HehgMiur]

H 1 I 9
82
M4
\ 6.6
\ e
; 5 3
42 3
34
« 26
&= 18
1
5B

608 39S pQme3URTodIY
Lafiimde

Figure 3.6. Water vapor mixing ratio [ppmv]
for low solar activity (1995/1996) for south
summer solstice observed by HALOE from
December 12th, 1996 till January 18th, 1997

with beginning on the | eft.

show somewhat smaller water vapor mixing ratio (up to 0.7 ppmv) in the upper domain than the
HALOE measurements. The model reflects a climatologicd mean for a certain solar activity
whereas the HALOE observations correspond to an individual year. The data presented in
HALOE observations are a latitudinal-seasonal combination over about a month whereas the
results of model cal culaions correspond to afixed date. There is no senseto change the model
output accordingwith HALOE measurements as it just embarrass subsequent analysis and the
comparison isnot amain point of thiswork. Thelower boundariesfor thetotal hydrogen mixing
ratio are about 7.5 ppmv in H, equivalents. An increase of this value would also raise the total
hydrogen mixing ratio below 70 km. However, thereis a discrepancy between the WVWMR
observed by HAL OE and that measured by other techniques. Using microwave measurements
at low latitudes Nedduha et a. [1996] found WVMR that were systematically smdler in the
upper mesosphere compared to the HAL OE databut larger bel ow that domain. In addition, Seele
and Hartogh [1999] confirmed this finding with observations & high latitudes usng the same
technique. This finding also was confirmed by Nedoluha and Hartogh [2000] comparing all
availablemeasurements of mesospheri cwat er vapor . They found that the HA L OEmeasurements
provided too large mixing ratios in the upper mesosphere. As mentioned above, the model
reproduce similar to the measurements seasonal and latitudinal distribution of water vapor.
Further, some special questions will be discussed.

3.2 Dependence on Solar Activity

The response to the solar cycle variation over entire solar cycle of 11 years was
investigated for different constituents at different altitudes and latitudes. Each model runyields
a great deal of information. In this subchapter only some exemplary resuts are shown. All
following figures are drawn by usingone value per 5 days. The general responsein the model on
the variation of solar activity is as expected from the theory. There is a close anticorrelation
between solar activity and water vapor concentration, at least downto 80 km. Below 70 km the
behavior of water vapor is more indifferent or even dlightly inverse and sometimes shows a
certain phase delay between solar activity and atmospheric response The optical depth of unity
of the Lyman-alpharadiation rangescloseto 75 kmandincreasesrapidly bd ow thisaltitude. The

22



domain of autocatalytic water vapor formation lies below 65 km so that only a small positive
correlation can result from the variable Lyman-a pha radiation, meaning an increase of water
vapor with rising radiaion. The rise of the air pressure at high latitudesin summer raises the
domain of autocatalytic water vapor formation by afew kilometers.

Figure 3.7 depicts the relative difference of the zonally averaged H,O mixing ratio
between low and high solar activity for the south summer solstice (12 January). The magnitude
presented i s cal culated by the expression 100%([ H,Ol s~ [H;01 i)/ [H2Ol 00, Where[H,O],,,, and
[H,QOl}qn mean water vapor in year of low and high solar ectivity respectively. Nowhere does
water vapor have a marked diurnal variation resulting from chemistry. However, there is a
remarkablevariation dueto tidal motion in the domainof the strong H,O gradient in thevicinity
of the mesopause so that one should consider defined temporal conditionsin order to compare
it, e.g. withthe NL C occurrencerate. The chemical active speciesof the odd familiesare marked
by a considerable diurnal variation. Hence, diurnaly averaged values are not meaningful.
Overall, the calculations (Figure 3.7) show positive values increasing with height as expected.
The magnitude of the variation is very different depending on latitude. It is clearly seen from
Figure 3.7 that the strongest variations at high latitudes occur in winter. The relative deviation
for water vapor is less informative because it can be large but the absolute change is not
significant, for example, if the values of the water vapor mixing ratio are very low. On the other
hand, for large val ues of water vapar even small rel dive changes can produce highabsol ute ones.
Thus, Figure 3.8 depicts the absolute deviation of the water vapor mixing ratio for the same
gpatio-temporal conditionsasdisplayed in Figure 3.7. AsFigure 3.8 shows the largest absol ute
deviation of water vapor mixing ratio due to the solar cycle occurs at high and middle summer
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Figure 3.7. Relative deviation of water vapor Figure3.8. Absol utedeviation of water vapor

[%] between years of low and high solar mixing ratio [ppmv] between years of low

activity for south summer solstice. and high solar activity for south summer
solstice.

|atitudes between 85-95 km that istheregion of NL Csand PM SEsformation. One caninfer from
Figure 3.7 that the deviation decreases from the winter to the summer hemisphereaccording to
the increase of pressure at constant height. The absolute wintertime values vary more weakly
(Figure 3.8) than those in summer but the relative variation is much higher.

Figures 3.9 and 3.10 exhibit the same quantity as shown in Figures 3.7 and 3.8,
respectively, employing a seasonal section a constant latitude 67.5° N - the latitude of the
occurrence of NLCsand PM SEs Figure 3.9 showstheannual variationfor therelative deviation
of water vapor. The red areas above 85 km in spring and autumn indicate a relaive difference
of 95%, however, the absolute variations are rather small. These areas correspond to domains
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Figure 3.9. Annual variation of relative Figure 3.10. Annual variation of absolute
deviation of water vapor [%] at 67.5° N. deviation of water vapor [ppmv] at 67.5° N.

of dry air moving downwardsfrom the lower thermosphere, which was subjected to thefull long
term dissociating radiation.

Figure3.10illustratesthat the 11-year solar cycle has strongest impact on water vapor in
the region between 85-95 km during A pril-August - theregion of NLC and PM SE formation. As
water vapor is one of the parameters which has an influences on the NL C and PM SE formation
and their occurrence rates, this phenomenon can be modulated by 11-year solar adivity. The
influence of the solar cycleisreduced with decreasing altitude as Figures 3.7 - 3.9 demonstrate.

Figure 3.11 displays the water vapor mixing ratio at 90 km and alatitude of 52.5° N and
Figure3.12 of 67.5° N. The solar activity maximum occurs at year 5.5. One can recognizeaclear
variation of the water vapor mixing ratio in this height with the smallest values occurring during
solar maximum. The annual variation in Figure 3.11 is characterized by a marked semiannual
component at this height with maxima in late winter (the smaller one) and late summer (the
higher). During years of high solar activity, the annual variation in the absolute amount of the
mixing ratio is smallest. A semiannual variaion can also be found around the eguator. At low
latitudes, theannual variaionismorecomplicated, particul arly during high solar activity. Athigh
latitudes, as shown in Figure 3.12, the annual variation dominateswith astrong peak in summer
and only avery small pek in late winter. Both the maxima and minima show nearly a parallel
variation over the solar cycle.

In low to mid latitudes the variations with the solar cycle are as expected from theory,

Water Vapor Mixing Ratio at 90 km, 52.5N Water Vapor Mixing Ratio at 90 km, 67.5N

Figure 3.11. Water vapor mixing ratio at 90 Figure 3.12. Water vapor mixing ratio at 90
km, 52.5° N. km, 67.5° N.
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whereas at high latitudes the behavior is somewhat different. Figure 3.13 depicts a 22-year
interval of the H,O mixing ratio at 67.5° N. Thereisonly arelatively weak solar cycle variation
(about 20% for the peak values during the NLC season).

At low latitudes, the connection to the solar activity is closer and strongest around the
equator, as Figure 3.14 illustrates. This finding is not so surprising as the radiation penetrates
deeper into the atmosphere there. Additionally, the air pressure at high latitudesis greater in
summer than at other latitudes during thistime, meaning an effective absorption of Lyman-alpha
radiation begins already & greater heights.

Chandraet a. [1997] analysed HAL OE data of water vapor for the 11-years solar cycle.
They found a variation of about 30-40 % at 80 km and only 1-2 % at 60-65 km. At 45° N at 80
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Figure 3.13. Water vapor mixing ratio at 83 Figure 3.14. Water vapor mixing ratio at 83
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km they inferred an annual averaged mixing ratio Annual Mean Water Vapor Mixing Ratio ot 80 km, 47.5N
growthfrom 2.41t0 3.22 ppmv for theyearsfrom |,
1992 t0 1995. Figure 3.15 showsthisquantityfor — ss-
two solar cycles for the same height and a "
neighboring latitude (47.5° N). The model results 5.
show growth from approximately 2.4t0 3.3 ppmv  t%-
inexcellent agreement withtheHALOE data. The  ~.+.
data presented in Figures 3.7 and 3.9 also yields 2
only very small variations below 65 km in the ™
order of the HALOE measurements

The Lyman-alpha radiation in the upper #2555 5 B o o
me;eolsphere -artnesopausebr?g(ljon r;astcrill reﬁt |dmpact Figure 3.15. Solar cycle variation of the
Mmanly on water vapor but due to the Nyarogen ., - mean of water vapor mixing ratio
radical production it also influences indirectly o

: ; ) . [ppmv] at 47.5° N at 80 km.

other chemically active minor speci es. In order to
prove the existence of such an influence few examples are presented here. Figures 3.16 - 3.18
depict the solar cycle variation of ozone, atomic hydrogen and hydroxyl, respectively at 83 km
at 2.5° N. For ozone one can recognize clear semiannual variation with maximain winter and
alower onein summer. The amplitudes are modulated by thesolar cycle with maximum values
during solar minimum. Atomic hydrogen and hydroxyl vary in the opposite way (Figures 3.17
and 3.18) and correlate with Lyman-al pharadiation. During solar minimum theannual variation
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Figure 3.16. Ozone mixing réio at 83 km, Figure3.17. Atomic hydrogen mixingratio at
2.5° N. 83 km, 2.5° N.
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Figure 3.18. Hydroxyl mixingratio at 83 km,
2.5° N.

isstrongly reduced. Therearesemiannual variationsopposing that of ozone, but their amplitudes
are essentialy noisy. The variation during the solar cycle results from the variation of the
dissociation rates of water vapor, whereas, the semiannual variation ismainly determined by the
dynamics. Comparing Figure 3.16 with 3.14 one can infer asomewhat unexpected results that
water vapor and ozone anticorrel ate during theannual cycle but they correlate duringthell-year
cycle To explain this behavior let carry out two mental experiments. First, imagning an air
parcel is subjected to photolysis which depends on time, and thereby its state varies in time.
Assume also, that the fluxes of water vapor through the boundaries are small (smaller than
changesdueto photolysis) and constant. Inthiscasethelogicd chainis: amount of water vapor
decreasesdueto photolysis- the number density of hydrogen radicalsgrows- the number density
of ozone decreases due to chemical reactions with hydrogen radicals, thus, changes of water
vapor and ozone will be correlated. The second experiment is the same, but now thereis aflux
of water vapor through the boundaries of thebox varyingin time, but the photdysisis constant,
in other words, the water vapor in the box is determined by the flux. In the second case the
logical deduction has the order: water vapor is changed by flux - production of odd hydrogens
will be changed in same direction as wate vapor - changes of ozone will have the opposite
direction with water vapor, thus, changes of ozone and water vapor will be anticorrel ated. First
mental experiment is equivalent to the11-year variation in the model, because a certain day in
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the model hasthe same dynamicsfor all years and the variation of water vapor is determined by
variation of Lyman-alpharadiation. The second one is equivalent to the annual cycle as during
the annual cycle the variation of water vapor is mainly determined by advection and changes of
the photolysis from day to day isless significant. Now, one can come to a more general rule of
relative behavior of ozone and water vapor in the upper mesosphere-mesopause-lower
termosphere. If during a certain period the variation of the photolysis rate of water vapor is not
significant and the variation of water vapor is mainly modulated by advection the changes of
water vapor and ozone will be anticorrelated. If duringacertain period the fluxes of water vapor
are constant and changes of water vapor are determined by changes of the photolysis ozone and
water vapor will be correlated.

L ooking on the problem from the other side, one can use an analytical formulafor ozone
at 80 km [Allen et al., 1984]:

193] (J+ 7, }zkmkz['ﬂz]z
0

Fyldy + JE_}H‘ |
j51|:|[Mr]

where the kinetic rate constantsk; refer to reattions in Appendix F, J,, J,- dissociation rates of
molecular oxygen, J, , J, - dissociation rates of ozone and J; - dissociation rate of water vapor.
Carefully looking on the denominator one can see that ozone is inversely proportional to H,O
and to the dissociation rate of water vapor J; . If water vapor varies under the conditions of
constant or small variation of photolysisrate, then the variation of ozone will be determined by
water vapor. Consequently ozone and water vapor are anticorrdated, that is the case of annual
variation. If the variation of water vapor is small but its dissociation rate varies more
significantly, then the variation of ozone will be determined by variation of the photolysis rate
of water vapor J., and ozonewill be anticorrelated with the photolysisrate, meaning it correl ates
with water vapor, that is the case of the 11-year cycle at the mesopause near the equator. Thus
water vapor and ozone are able to show both correlation and anticorrelation behavior during 11-
year and 27-day cycles, which are determined by Lyman-al pha radiation.

Theinfluence of the solar activity onthe mesosphericdynamicsis still an open question
and not easy to answe since, due to comparabl e characteristic response times, the dynamicsand
chemistry are closely connectedin the mesosphere. The solar cyclevariation of the vertical wind
would influence the water vapor distribution aso imprinting its variation into the NLC
occurrence rate.

3.1)
o] B Glkskoo \ A

3.3 Autocatalytic Water Vapor Production

One of poorly understood phenomena is the occurrence of very large water vapor
concentrations within the upper mesosphere - a domain where H,O is effectively destroyed by
photolysis. As early as 1977, an indication of arelatively high-lying maximum of the WVMR
closeto 60 km wasreported [Radford et a., 1977]. In 1982 awater vapor layer was a so detected
at65km[Gibbinset al., 1982]. However, both groups used the microwavetechnique and derived
wrong absolute values [Radford et al., 1977; Gibbins et al., 1982]. Using microwave
measurements, atendency for increasing WVMRs in the 60 to 65 km domain up to 6 ppmv was
found for certain seasonal conditions [Bevilacqua et al., 1985] . In 1996, Neduuha et al.
published aprofileof WV MR rerieved frommicrowave measurementsat Table M ountain (34.4°
N) during a period in July that clearly showed a double peak structure for atitude. The upper
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maximum lay around 65 km and the conventional one around 46 km. The values of the WVMRs
ranged between 6.5 and 7 ppmv, with the upper one being alittle stronger. A high maximumwas
also sporadically observed at the ALOMAR observatory (Figure 3.1), Norway (69° N;16° E), in
the midsummer [Seele and Hartogh, 1999]. Other groups found only peaks around the
stratopause [Peter et al., 1988]. An unusually high peak of the WVMR was investigated in a
sequence of articles[Summerset a., 1996, Harries et al., 1996a, 1996b; Summerset al., 1997a,

1997Db; Siskind and Summers, 1998; Summers and Siskind, 1997, 1999; Summerset a., 2001].

Some articles mentioned above reported about measurements of unexplained high H,O layer
near an atitude of 65 to 70 km. The effect is not a permanent phenomenon, but it occurs during
certain seasons at different latitudes. The occurrence of the very high WVMR layer in the
HAL OE data outside of the noctilucent cloud areawith mixing ratios up to 7 ppmv and close to
70 km was speculatively interpreted by aheterogeneous reaction of H, with O on the surface of

meteoricdust [ Summersand Siskind, 1999] . In thiscontext, adisagreement of the measurements
for standard chemistry was often stated [Clancy et al., 1994; Summerset al., 1997a; Sandor and
Clancy, 1998; Conway et a., 2000; Summerset al., 2001]. Different measurements have shown
that largewater vapor mixing ratiosoccur inthe upper mesospherein high latitude summer under
conditions of strongest solar insolation where photolysis should effectively reduceits value and
strong upward verticd wind exists. Obviously, the observations are in contradiction with the
simple notion of a monotonic decrease of the WVMR with height above its maximum near the
stratopause due to increasing photolysis of water vapor. The anaysis of this finding by means
of a high-resolution 1D-model supplies evidence that water vapor is autocataytically formed
below aheight of about 65 km and destroyed by photolysis abovethisaltitude. We call thislevel

cross-over atitude (CA). Asit wasshown in section 3.1, cal cul ations by means of our 3D-model

COMMA-IAPyield seasonal-latitudinal paterns and variaions well comparable with those of

theHAL OE or microwave observationsat ALOMAR. Themodel output mirrorstypical patterns
of high water vapor mixing ratios at high latitudes during the summer as measured by HALOE
or by microwave technique at ALOMAR. Thus, based on experiments with our 3D-model

COMMA-IAP, three catalytic cydes of water vapor formation from the molecular hydrogen
reservoir were proposed [ Sonnemann et. al., 2005] (see Appendix E). Two necessary conditions
should be satisfied for the autocatal ytic water vapor formation - avertical wind accel erated with
height and prolonged time of solar insolation, both exist during summer at high latitudes.
Hydrogenradical sact ascatalysts, resulting mainlyfromwater vapor by photolysisand oxidation
by O(*D). A great number of the hydrogen radicalsreturnto water vapor by so-calledzero cycles,
particularly under the condition of small atomic hydrogen concentration decreasing stronglywith
decreasing height. In the upper domain under the condition of large atomic hydrogen
concentrations, the formation of molecular hydrogen will be favored. Favorable conditions for
large water vapor mixing ratios at high altitudes are given by an accelerated upward vertical

wind. Below the cross-over altitude the vertical wind isweak so that H, and CH, have sufficient
timeto be oxidized into H,O- avery slow process. Abovethislevel, however, thevertical wind
hasto be strong in order to lift the H,O enriched air to greater heights before the dissociation has
an effective impact on the H,O-distribution. Such accelerated upward vertical windsare typical

for the mesosphere under certain seasonal-latitudinal conditions: high and mean latitudes during
summer.

The oxidation of methane by the hydroxyl radical OH and the excited atomic oxygen
atom O(*D) in the stratosphere leads to an increase of the water vapor mixing ratio (WVMR)
with maximum global mean valuesin the upper stratosphere/lower mesosphere (the conventional
WVMR maximum being around 50 km). According to this process, the mean global methane
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mixing ratio decreases from about 1.7 ppmv in the lower atmosphere [Khalil et d., 1993] to
about 100 ppbv at 60 km and 10 ppbv at 70 km [K6rner and Sonnemann, 2001]. On global
average a downward and upward transport of H,O takes place from the peak of the WV MR so
that the effective carrier of hydrogen atoms contributing to the escape flux into spaceis methane
[ Sonnemann and Kdrner, 2003]. Dueto turbulent mixing within the homosphere (up to about 100
km), the total hydrogen mixing ratio is nearly a conserved quantity up to about 70 km
[Sonnemann and K 6rner, 2003]. The total hydrogen mixingratio ranges from 7.5 to 8 ppmv in
H, equivalents. Above the cross-over altitude waer vapor issubject to incressing photolysis so
that it is converted into molecular and finally into atomic hydrogen.

In the upper mesosphere, H,O is dissociated into H and OH (the branch into H, and O
plays no role at that height). Hence, a first glance H,O should decrease because of solar
illumination. Thisprocessresultsintheformation of two hydrogen radicalsfrom onewater vapor
molecule. The same assertion is valid for the oxidation of H,O by O(*D) according to
H,O+O(*'D) 20H. Thereaction of H, with O(*D) also |eads to the production of two hydrogen
radicals, and the decomposition of methane likewise results in the formation of H radicals
depending on special conditions (see dso the graph of methane decomposition in Sonnemann
et a. [1998]). The radical formation represents the first step in the catalytic water vapor
production. As the O(*D) formation also results from the photolysis of ozone, the hydrogen
radical production is strongest under the condition of strongest solar photodissociation. Great
portionsof theradical sreturnto water vapor, particularly under thecondition of sufficiently large
air density, which entails a small atomic hydrogen concentration. There are a large number of
different zero-cyclesreturningtwo hydrogen radical sbadk to water vapor (see Appendix E). The
net effect in all casesis that the solar shortwave radiation is dissipated into heat. These are the
dominant processes in the middle mesosphere. The effective chemical lifetime of water vapor
becomes very large and reach 10" -10° s above 65 km at high and mean latitudes during the
summer [Korner and Sonnemann, 2001] as Figures 3.19 and 3.20 show.

Hydrogen radi cal s act as catd ysts. As the catalysts that form H,O stem for a large part
from H,O itself, the process are called autocatalytical. The hydrogen radicals returnto H,O or
form H, after being some times involved in one of the catalytic cycles. Theformation of H,
requires, according to the reaction H+HO, H,+0O,, atomic hydrogen as areactant. Thisis the
only (conventional) reaction producing H, from the hydrogen radicds. However, there is a
permanent source for H, from the decomposition of methane, which compensates partly for the
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lossof H,. DuetothelossreactionsH+O,+M HO,+M andH+O,;+M OH+0O,, atomic hydrogen
decreases strongly with decreasing height. The first reaction depends quadratically on the air
densty. Ozone also increases greater than the air density with decressing atitude. Hence, H,
formation becomes less effective at lower altitudes. Each hydrogen radical resulting from H,O
runson average n timesthrough oneof the catal ytic cyclesbeforeit istransformed, together with
a second radical, into an H, molecule. In that case that number n is just a half, meaning two
hydrogenradical sresulting from H,O have, on average, exactly one H, moleculeoxidizedtoH,O
before they react to form H, , then the composition does not change. The height where thisis
validisthe cross-over altitude. The existence of a CA requires that the atmosphereisnot yet in
photochemical equilibrium. This corresponds to the real state of the atmosphere.

In contrast to the heights above 65-70 km, the hydrogen radicd formation due to
oxidation by O(*D) becomesincreasingly important in the middle and lower mesosphere. O(*D)
resultsfrom the photodissociation of ozone in the Hartley bands. Thereis abroad maximum of
its concentration near the straopause. The radical formation tekes place by the process
O(*D)+H,O 20H. A hydroxy! radical then reactsaccording to thereaction schemesgiven above.
The fast reaction OH+O H+O,, forming atomic hydrogen, is very important as this reaction
determines amost exclusivelythe production term of H in that domain. In contrast to the H-loss
terms, this term still increases with decreasing height in the mesosphere/stratopause region;
however, it does not compensate the increasing loss of H and so the H-concentration strongly
decreases with decreasing haght.

Sincethe H,-concentration is crucial in determining the feasibility of the catalytic water
vapor formation, the only effective H, formation process mentioned is the reaction of H with
HO.,. Equilibrium of H, is approximately given if the diumally averaged production is equal to
its diurnally averaged loss. Including the main loss processes for H, by reaction with OH and
O('D), the H,-concentration should approximately approach

LHIHIHO,] (3.2

[Hg]: 1
GIOC D+ LIOH]D

if transport isneglected. Here the squared brackets stand for the density of the constituentwithin
the brackets. The quantitiesl, arethekinetic reactionratesl,=5.6*10**,1,= 1.1*10"°, [,=5.5* 10"
exp(-2000/T) cm?® s*[Atkinson et al., 1992; Sander et al., 2003]. The concentrations represent
their mean daytime values. The idedized steady stae of Equation (3.2) is only valid
approximately in the lower to middle mesosphere after a long time of calculation after the
transient period. Especidly inthe upper mesosphere/mesopause region, theconcentrations of the
individual constituentsvary strongly during the time of day and their variations are not in phase
with one another. It isevident from this expression, due to the quadrati c dependence of themain
atomic hydrogen loss process on air density, and the reaction with ozone, that the equilibrium
concentration of molecular hydrogen decreases drastically with decreasing height. H, is
transformed into water vapor as long as its concentration is greater than its equilibrium
concentration.

Autocatalytic water vapor production discussed below based on examples of model
calculationsfor the southern hemisphere. One of such exampleswas shown in section 3.1 ( see
Figure 3.4). One can see on it, asit was discussed, a clear double maximum structure with high
values 6.6-6.9 ppmv at high summer latitudes (60° S- 90° S) at altitudes 65-78 km . Figure 3.21
shows the calculated annual variation of the water vapor mixing rétio at 67.5°. Largest water
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vapor mixing ratios at 65 -75 km occur after the
south summer solgice ( 22 December). A clear
double maximum appears in this period. The
principal annual patterns with atime shift of half
ayear are comparable to the annual vaiation as
measured by Seele and Hartogh [1999] at 69° N
(Figure3.1) and calculated by COMMA-IAP for
67.5° N (Figure3.2). One can seeon Figure 3.21
strong water vapor decrease in May. This figure
makes clear the fact that the water vapor
distribution can vary sgnificantly within a time S Wi O o SEPGEr WO DEC

range of 4 weeks. Figures 3.22 - 3.23 display the Figure3.21. Annual variation of water vapor
molecular hydrogen mixing ratio in latitudina mixing ratio at 67.5° S.

section for 10 January ( the date after south

summer solstice ) and itsannual variation at 67.5° S, respedtively. These figures correspond to
Figure 3.4 and Figure 3.21 and show an inverse behavior of molecular hydrogen and water vapor
mixing ratio as totd amount of even hydrogens ( 2CH, + H,O + H, ) is a conservativequantity
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Figure 3.22. Latitudinal section of molecular Figure 3.23. Annual variation of molecular
hydrogen mixing ratio for 10 January hydrogen mixing ratio at 67.5° S.
(southern summer).

below 70 km as it was discussed by Korner and Sonnemann [2001]. Domains of large water
vapor mixing ratio are related to small values of the molecular hydrogen mixing ratio. The
patterns are connected with vertical wind patterns |
because downward direced winds transport air
enriched with molecular hydrogen into lower %
altitudes and vice versa. Figure 3.24 depictsthe  *
seasonal section of the zonally averaged vertical
wind at 67.5° S according to the output of
dynamic part of moded COMMA-IAP. As -
mentioned above, an upward directed vertical 5
wind accelerated with dltitude above the =
stratopause - one of the requirements for

formation of high water vgpor mixing ratiointhe it St A% ol il

summer mesosphere and for the double maximum Figur é 3 2 4. Seasonal section of the zonally
structure of it. One can recognizethe acceleration averaged vertical wind [cm/s] at 67.5° S.

80+

75+

70

Height [km]

65+

31



of the vertical wind with increasing height above 65 km during southem summer months (
November - February ).

The 3D-calculations clearly showed that the H,-distribution isessentially controlled by
the vertical wind system. Downward directed wind conveys dry but H,-abundant air from the
mesopause region down to the mean and lower mesosphere. In contrast, relaively humid air
marked by small H, mixing ratios will be transported by upward moving air into the upper
mesosphere/mesopause region. On thispath below 65 km, H, is subjected to catalytic oxidation
to H,O. However, thisis normally a very slow process and will be discussed later. Around the
stratopauseregion, thevertical winds possess, on average, the smallest amounts anywherein the
atmosphere. The air is relatively isolated there for along time; the vertical exchange of air is
considerablyreduced. Hence, theoxidation of H,O and CH, to H,O can optimally take place. The
characteristic lifetime of H, averaged ove a day according to Equation 3.2 amounts to:

o (3.3)
wH,) = |L|oCD)|+L[oH]|

wherel, , |, refer to reaction ratesat Equation 3.2, and upper line means averaging during a day.

Using typical values for the concentrations of O(*D) and OH at the stratopause, the
reaction rates for, e.g. T=270 K, and considering equinox conditions with half a day night, the
characteristic time amountsto roughly 2 10’ sor 231 days. Thisvalueis essentially smaller at
high latitudes when approaching summer solstice due to the prolongation of the daytime, the
increase of temperature and the rise of the concentration of O(*D) and OH. Both constituents
have approximately the same influence on molecular hydrogen at that domain. Especially inthe
stratosphere as mentioned above, the H, losswill (partly) be compensated by the decomposition
of CH,, also resulting in H, for a certain branch of decomposition. The WVMR increaseswith
atitude and has a pronounced maximum, on globa average, slightly above the stratopause
[Sonnemann and Kdmer, 2003]. This value is the so-called conventional maximum.

Although H, is oxidized to H,O up to the cross-over altitude (65 km), a question arises.
Why doesthewater vapor mixing ratio not continueincrease up to thisheight onglobal average?
The answer is related to the increasingly stronger mixing with height above the stratopause
region due to the comparably long lifetime of H,. This can be inferred from Figure 3.24
displaying the accel erated vertical wind at high latitude (67.5° S) and Figure 3.23 demonstrating
the mixing of H, within the mesosphere. The lifetime of H, increases in the mesosphere with
increasing height due to the decline of the concentrations both of O(*D) (up to 80 km) and OH,
and dueto the decrease of the temperature (I, dependsvery strongly on T). Normally, the mixing
takes place faster than the catalytic oxidation of H,. Only under preferred conditions do the
catalytic processes result in an obvious increase of the water vapor mixing ratio with height,
sometimes the interplay between dynamics and chemistry produces a double peak. The second
maximum occurs between 65 and 75 km. The preferred conditions exist most often at high
latitudes in summer. The equator maximum during spring equinox ( Figures 3.3 and 3.5) isnot
discussed here in deail. However, Siskind and Summers [1998] derived from HALOE
observationsthat the 70 km enhancement of water vapor around theequator appearsto be shifted
in latitude such that it follows the sun, but with a 30-60 day lag.

At high latitudes in winter (May - August on Figure 3.23), the mesosphere is enriched
with H, that was downward transported from the mesopause region. After the vertical wind
reversal (September on Figure 3.24), this air is transported upwards agan and subjected to the
amplified catalytic oxidation. Hence, thewater vapor mixing ratio increases(after November on
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Figure 3.21), and the level s of constant mixing ratios are shifted upward. As shown before, this
process has a seasonal timescale. After solstice, peaking inmidsummer, the WV MR reachesits
largest values with atime delay of about a month (end of December - end of January on Figure
3.21). During this phase, the secondary peak occurs at an atitude between 70 and 75 km. In the
calculations, this maximum was obtained by using homogeneous chemistry and did not need to
introduce a heterogeneous reaction asdone by Summers and Siskind [1999].

The cross-over atitude (65 km) was cal culaed by meansof the 1D-model under highly
idealized conditions. As Equation 3.2 makesclear, the H, equilibrium dependson theratio of the
production term to the loss term, and is determined essentialy by the composition of the
hydrogen radicals. Figure 3.25 shows the distribution of the H, equilibrium-mixing ratio in an
atitude-latitude section for December 1st, calculated according to Equation 3.2 by means of the
3D-model displaying diurnally averaged values. The areafor mixing ratios greater than 6 ppmv
isleft blank. Figure 3.25 clearl y exhibits the decrease of the H, equilibrium-mixing ratio with
increasing latitudeinsummer. At the south pol e, the 0.8 ppmv level touches 70 km but it isabout
2.5 km lower at 60° S. The same assation is valid for the winter hemisphere, but this is
unimportant as the behavior during this timeis governed by transports due to the strong rise of
the characteristic lifetime of H,. This means that the H, chemistry becomes minor and, in fact,
it can be neglected. Thus, the downward transport of thisconstituent determinesthemixingratio.

As shown by figure 3.24 thevertical wind accel erates with height up to the mesopause
region. The same istrue for the meridional wind conveying permanently, on global average, air
out of the polar region. Thewind is strongest at the upper mesosphere. Figure 3.26 displaysthe
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Figure3.25. Molecular hydrogen equilibrium Figure 3.26. The characteristic chemical
mixing ratio [ppmv] for 1 December (before lifetimeof Hz for 1 December (befor summer
summer solstice in southern hemisphere). solstice in southern hemisphere).

same conditions as shown in Figure 3.25 but for the characteristic lifetime of H,. The
characteristictimeslarger than 1 year are not displayed. Thefigure makesit clear that only under
conditions of highest solar insolation peaking around the stratopause (blue color) does the
characteristictime possess a seasonal scale. Otherwise, H, hasacharacteristic chemical lifetime
larger than the charaderistic transport time and thus its digribution is mainly determined by
advection.

According to the general formula given by Kérner and Sonnemann [2001], Figure 3.27
shows, for the same state of affairs as depicted in Figure 3.26, the effective characteistic time
considering not only theloss, but also the production of H,. The effective characteristic time for
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molecular hydrogen has been cal cul ated by the expression:

(3.4)

v (H;) = (LIOC D)+ LIOH]- L[ HI HO, /[ H, ]:}_1*

wherel,, I,, |, refer to readion rates at Equation 3.2, and the upper line means averaging over
aday.
, . — The effective characteristic time can
Effective Characteristic Chemical Time of H2 on December 1 . - . | )
change its sign (becoming negative) if the
production is stronger than the loss. This occurs
approximately at 65 km at the summer pole but
increases then up to 67 km. Above that height no
water vapor will be formed. There is a second
= range at high atitudes corresponding to the
secondary ozone maximum. There, the loss is
» = stronger than the production. However, it is
. > = marked by very long effective characteristic times
—N— 521 and the loss does not result in a net water vapor
Laituge formation but only in H production. Due to very
Figure3.27. Effectivecharacteristicchemical |ong characteristic times, the H, formation from
lifetime of molecular hydrogen for 1 \yater vapor isalso very slow above the boundary
December (beforesouthernsummer solstice). of changing the sign of the characteristic time at
high summer latitudes. Theresult of thisisthat an
almost constant WVMR is transported upward until the H, formation, and accordingly the H,O
loss, becomes stronger above about 75 km (>3 months). The absolute amount of the effective
characteristictime of H, formation drops below 1 month between 80 and 90 km. However, the
H,O loss is even stronger than this value, indicating that it is patly converted into atomic
hydrogen and becomes a major hydrogen-carrying constituent there [Korner and Sonnemann,
2001]. Figure 3.27 makes clear that globdly H, ismainly controlled by dynamic processes. The
exception is the region at high latitudes of the summer hemisphere confined belov 60 km.
Globd ly, in abroad band with exception of the high latitude winter between 75 and 85-90 km,
H, will beformed moreeffectively, but also thereisthecharacteristic transport time smaller than
that of the chemical formation.

Until summer solstice, the WV MR decreases slightly with height above 60-65 km. After
that time a small minimum occurs between 60 and 65 km, which cannot be explained by
chemistry alone. The zonally averaged meridional wind blows out of the polar area, but thisis
not truefor thelocal windthat isstrongly subj ectedto the tides. During certain phases of theday,
the wind blows onto the pole, transporting dryer air from lower laitudes into higher latitudes.
Thus, tidal motion, in addition to diffusion, is connected with weak air mixing marked by the
tendency to dissipate (atitudinal) gradients of the mixing ratios. Around 60 to 65 km, thediurnal
tide prevails whereas above 70 km the semi-diurnal tide begins to dominate. Fgures 3.28 and
3.29 depict the meridional wind in a clockwise south polar projection at 60 and 70 km altitude,
respectively, for December 1st. The diurnal tide preferred long-range transports as the wind
blows for a longer time in the same direction. The mean meridional wind strengthened with
height, and the increasing dominance of the semi-diurnal tide weakens the mixing tendency
whereas with decreasing altitude the mixing tendency increases. Due to the slight latitudinal
gradient of the WVMR and the essentially smaller wind components near its global middle
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Meridional Wind at 60 km, Lat.[42.55;87.5S5], Dec.1 Meridional Wind at 70 km, Lat.[42.5S;87.5S], Dec.1
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Figure 3.28. Meridional wind [m/d insouth ~ F19ure 3.29. Meidional wind [m/s] in south
polar projection a 60 km for 1 December ~ Polar projection at 60 km for 1 December
(before southern summer solstice). (before southern summer solstice).

atmospheric maximum around the stratopause, the WV MR isnot essentially affected there. The
strongest influence exists in the 60 to 65 km range at high latitudes where dryer air from
relatively lower latitudeswill be mixed with humid air, thereby forming aslight minimumof the
WV MR after solstice (see Figures 3.4 and 3.21). That iswhy the upper maximum of the WVMR
does not indicate alocal production of water vapor at that height, but instead indicates that due
to dynamic processes a minimum is formed below it. Only by consideration of the tidal
motion,calculated in the frame of a non-diffusive 3D-model, the reproduction of a double peak
of the WVMR is possible.

3.4 Summary and Conclusions

The behavior of water vapor in the middle atmosphere was modeled based on the 3D-
model COMMA-IAP. Comparisonsof theresults of modeling withthe results of meassurements,
particularly with HALOE and microwave measurements at ALOMAR, show good agreement.
Both measurements and modeling show annual variations of water vapor with higher valuesin
the mesosphere-mesopause-lower termosphere (MLT) region during summer. The double-
maximum structure of water vapor with maxima of 6.5-7 ppmv at 45-55 and 70-75 km was
observed by measurements and reproduced by the model in the summer mesosphere at high
latitudes. Explanation of thisfeature was done in frame of gas-phase chemistry by autocatalytic
water vapor formation under conditions of prolonged time of solar insolation and vertical wind
accelerated with height. In order to understand the formation of this double maximum one has
to take into consideration the complicated interplay between chemistry and dynamics. One can
see that only under conditions of prolonged daytime hours of solar insolation in summer
(especialy within the polar day areq) the hydrogen-bearing constituents will be converted into
H,O below about 65 km. Above that height, H, is formed from H,O, but the effective
characteristictime scale of H,O islong compared with the transport time up to 75-80 km so that
the vertical transport lifts humid air upward without large loss of it. The zonally averaged
meridional wind blows out of the pole area in summer, but thisis not generally true for the
meridional wind depending onlocal time. Owing to thetidal wavesthere arerangestransporting
relativelydry air from outsideinto the polar region that lower the mean water vapor mixing ratio.
This effect is strongest a 60 to 65 km dominated by the diurnal tide. Above this height, the
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semi-diurnal tide beginsto dominate and the averaged outward blowingwind becomes stronger.
Below 60 km, the horizontal water vapor gradient is essentially smaller and the winds aremuch
less than above so that an air mixing does not play such a great role there. Outside of the high
latitudes, water vapor mixing ratio maximum has been observed at this height close to the
equator and particularly around equinox. These events are not discussed in detail here but the
explanation is generally the same - an interplay of chemistry and transport under the condition
of strongest solar insolation. In order to get the largest water vapor concentrations at altitudes of
70-80 km, the vertical wind should be small below thecross-over altitude but large above this
crossover level. Thisrequires accderated winds with increasing height such as also result from
cal culationsby meansof theglobal 3D-model COMMA-IAP. Owing to theuncertaintiesof some
rate constants, the model outputs could change in some details, however, the good agreement
between the results of COMMA-IAP calculations, HALOE measurements and microwave
observations at ALOMAR significantly supports the credibility of the results. In order to
understand the behavior of the mesospheric water vapor it would be useful to clarify the
discrepancy between the HAL OE and other observations, particularly in the upper mesosphere.

Additionally, the influence of the 11-year solar cycle on water vapor and other minor
constituentsas ozone, atomic hydrogen and hydroxyl wasinvestigated on thebasisof COMMA-
IAPinthe MLT region. The Lyman-al pharadiation has strongest impact mainly on water vapor
above 70 km. Water vapor always showsan anticorrel ation with Lyman-al pharadiation, whereas
ozone can correlateor anticorrelae in frame of 11-year solar cycle depending on amplitude of
water vapor. Special attention was given to the chemical composition of the NLC region at high
latitudes during summer. Thelargest absol ute deviation of water vapor dueto 11-year solar cycle
was found at high latitudes between 85-95 km during April-August. Thus, aswater vapor isone
of the parameters for the NL C and PM SE formation, these phenomena can be modulated by the
11-year solar cycle. There was not found an indication of a phase delay of approximately two-
threeyearsbetween solar activity and water vapor responsein that height asthe NL C occurrence
rate shows [Gadsden, 1998; Thomas and Olivero, 2001]. Assuming it is true, this phase lag
seemsto be rather atemperature effect than a direct influence of H,0O. A candidate of the cause
of the phase delay could be given by the geomagnetic activity reachingits maximum two years
after the solar maximum, but it is also conceivable that it is a feedback of some speciesto the
dynamics. The temperatureis the most sensitive parameter with respect to the NL C formation.
It is influenced by the change of the composition with varying solar activity (ozone, atomic
oxygen, CO,, chemical heating rates). Thus theanalysisof cal culationsbased on aninteractively
coupled model with feedback of the calculated chemical constituents to the dynamical part of
the model would be very significant.
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Chapter 4

Trend Calculations

4.1 General Problem

Trend is the tendency of the change of a parameter within a sufficient | ong time range
eliminating all accidental (natural) and quasi-cyclic variations. The dominant cyclic variations
are not only the annual variaion and the quasi 11-year solar activity cycle (Schwabe-cycle), but
also the quasi biemial oscillation QBO or the North Atlantic oscillation NOA which are quasi
cyclic osdllations. In order toinfer along-term trend, the elimination of the influence of these
variationsisrequired. However, thisis not asimple task. Anather problem isthe search for the
reason behind a detected trend and, in case when morethan one impact influences the trend, to
assess the magnitude of their individual impacts. In particular, an increase of the concentration
of different minor constituentsin the atimosphere is observed and derived since the beginning of
industrialization. However, the solar activity outside of the Schwabe-cycle (e.g. the
Geisberg-cycle of an approximate century time-scale) and perhaps other natural variations have
also changed since then. The parameters, such as the temperature or the water vapor
concentration, have acertain trend and we have to assesswhich of these parameters share results
from the different impacts. In the frame of sophisticated models, one can try to find an answer.

The main goal of the numerical experiment described in thischapter isthe reproduction
of the water vapor trend in the middle atmosphere based on derived and measured trends of
methane , nitrous oxide and carbon dioxide, inclusive of the trend of the solar Lyman-alpha
radiation. The effect on mesospheric ozone, NO, , other minor constituents, and the chemical
heating rate are considered in this numerical experiment. The investigation of the impact on
stratospheric chemistry is excluded. Specia attention is paid to the season and domain of the
occurrence of noctilucent clouds NLC.

Direct measurements of atmospheric minor constituents areonly availablefor the recent
past. Thesameisvalid for the solar fluxes of Lyman-alpharadiation. Therearedifferent indirect
data and estimations. The so-called pre-industrial level of methane has been estimated to be
0.75-0.85 ppmv (roughly half the value in the modern atmosphere) [World Meteorological
Organization 1999]. The value of methane in recent atmosphere amounts to 1.75 ppmv
[Dlugokencky et a., 2003]. The increase of methane in the troposphere was essentially
exponential since pre-industrial time. However, for about the last two decades, a declineof the
rate of growth has been observed, and increase of the methane seems to be zero for the latest
years[Khalil et al., 1993; Dlugokencky et al., 2003]. Although the methanegrowth rate slowed

37



down, aconstant rate of enhancing methanefrom 0.825to 1.7 ppmv was used for the cal cul ation.
Asmethane, in contrast to water vapor, is not subject of the freeze-dry process at the tropopause,
the increasing methane concentrations due to intensification of agriculture and catle-breeding
can penetrate into the middle atmosphere. The N,O concentrations are likewiserising since the
time of the intensificaion of agriculture. An exponential increase of its concentration from a
pre-industrial level of 254 ppmv a the surface to currently 324.2 ppmv was teken into
consideration.

The increase of CO, concentration is considered. There is generaly an exponential
growthof its concentration but with some variations of itsgrowth rate. The changeinthe growth
rate mirrors the world wars or the ail crisis. The pre-industrial value of carbon dioxide at the
ground is estimated to be 275 ppmv. The recent value amounts to about 368 ppmv. The
exponential growth between these two values was taken in account in the model.

The Lyman-alpha insolation is the most important radiation dissociating water vapor
above the middle mesosphere (roughly above 70 km) and variesstrongly with solar activity. The
absolute amount and the relative variation of the Lyman-alpha radiation have recently been
corrected [Woods et al., 2000]. The old values used by the scientific community were based on
measurements by Vidal-Madjar [1975, 1977], Vida-Madjar and Phissamay [1980], Simon
[1981]. The standard flux value for mean solar activity was 3 10" phot. cm? s* and the
variation from solar minimum to maximum amounted to afactor of two. Thelatest valuesbased
on UARS measurements according to Woods et al. [2000] amount to 4.65 10 phot. cm s* and
theflux varies between 3.6 and 5.6 10" phot. cm? s* averaged over two years. Below 75 kmthe
radiation within the Schumann-Runge band system becomesincreasingly important. Depending
on the wavelength, the radiation vaies by only a few percentage points. The longer the
wavelengthis, the smaller the variation. There was anincreasein solar activity since the time of
first observationsof NL Cin 1883. The sunspot number and the geomagneticactivity confirmthis
statement. However, diredt Lyman-al pha measurements are only available for the last two and
a half solar cycles. In order to reproduce solar output of Lyman-alpha radiation, different solar
proxies have been employed. Woods et al. [2000] used direct measurements by means of
different satellitessuch asthe AE-E, SMEand UARSand filled the datagaps by employing solar
proxies. Theradiation has been reconstructed back to 1947using thesolar 10.7 cm flux available
since that year. The only available direct or indirect solar proxies before 1947 are the sunspot
numbers (since 1749) and the geomagnetic activity (aa-index since 1868). The geomagnetic
activity varieswith solar activity indicated by the sunspot number, however, thereisatime delay
of about two years between the sunspot number and geomagnetic activity. Surprisingly, this
phase shift seemsto agreewith adelay of the occurrencerate of NLC. Additionally, Thomasand
Olivero [2001] used the sunspot number as a proxy and calculated the Lyman-alphaflux based
on aquadratic fit. The sunspot number valueswere quadratically fitted to the Lyman-al pha flux
values given by Woods et a. [2000]. From this procedure, a quadratic formula, which can be
employed for the time range before 1947 was obtained. When comparing the measured
Lyman-alphaflux with the sunspot number, the correlation between the two parametersis poor
for time scales of the order of few rotation periods of the sun or shorter. However, for time scales
of the order of a year the situation is different. That is why the sunspot number was didingly
smoothed over 11 monthsfor the applyinginthemodel. For the Lyman-al phaflux the expression
used in the model is

(Lyman-alpha)=(3.39%6+1.71419x107%S-1.68423x10°S*)x 10" photons cm?s™ (4.2)
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S stands for the 11-month slidingly smoothed
sunspot number. Figure 4.1 showsthe result of
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rate of water vgpor in the model.

Figure 4.1. Lyman-alpha radiation from
measurements (upper panel) and calculations
(lower panel) at the top of the atmosphere.

4.2 Chemical aspects

Methane is finally oxidized to water vgpor or decomposed to molecular hydrogen.
Although a branch of the methane decomposition results in H,, its concentration does not
essentially change with height in the stratosphere asiit is oxidized by OH or O(*D) to H,O. The
methane decomposition startswith areaction with OH or O(*D). The intermediate compounds
of the methane decomposition will not be considered in the global model, but, according to
Sonnemann et al. [1998], we usethe initial decomposition reaction as a measure for the final
products. The partitioning depends on the concentrations of atomic oxygen, NO and O, aswell
as the dissociation rates of H,CO resulting in CO+H, or HCO+H. In other words, the initial
reaction determines the life time of methane, and the fdlow-up reactions take place very fast.
Although molecular hydrogenresultsfrom the methane decompositionits mixing ratio isalmost
constant in the stratosphere. The reason consistsin an autocatal ytic H, oxidation to water vapor
[Sonnemann et al., 2005]. Since the oxidation of H,O by O('D) is the main source of the OH-
radi cal sinthestratosphere, themethanedestruction formi ng H,O becomesfaster themorehumid
the atmosphere is, meaning the more methaneis available. O(*D) results from the dissociation
of ozone. At least, within the mesosphere, the hydrogen radicals decompose ozone so that a
negative feedback occurs there. The ozore destruction entails a smaller O(*D) production and
that reducesthe hydrogenradical formation. However, in the mesospherethe photolysisof water
vapor, being the hydrogen radical source, becomes more important with increasing altitude
compared with the influence of O(*D). Therefore, we expect a decrease of the ozone
concentration if the water vapor concentration increases, particularly in the upper mesosphere
and the mesopauseregion but also inthe stratopause region, whereas the region between these
domains is not so strongly affected. The reason is given, essentially, by two odd oxygen
destructing cycles. In the upper mesosphere and mesopause region, ozone destroying cycle
involving atomic hydrogen acts [Nicolet, 1970]:

O,+H 0O,+OH

OH+0O H+0,
net:0+0, 20,
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This is a very effective cycle declined in the middle mesosphere by the fact that H will be
removed from the atmosphere because it is subjected to the three-body reaction
H+O,+M HO,+M depending quadraticaly on the air density. In the middle mesosphere
increasing toward the stratopause region, a second cycle becomes increasingly important:

H+O,+M HO,+M
HO,+O OH+0,
OH+0O H+0,
net:0+0 O,

O results from thedissociation of ozone so that this cycle ozone reduces. The relative effectis
largest at or alittle above the stratopause. Due to the small reaction rate the Chapman reaction
O+0O; 20, playsnoagresat roleinthe mesosphere. Theprocess becomesmoreimportant below
the stratopause wherethe ozone concentration still strongly increases. Thereactionisnot directly
influenced by an increasing humidity, but indirectly, if the concentrations of O and the
composition between both constituents, O and O,, change by the influence of the hydrogen
radicals. Within the stratosphere theimpact of enhanced water vapor concentrationisnot simple
to estimate, since the reactions of OH with the chlorine and nitrogen radicals, decomposing
ozone and resulting in neutral HCl and HNO,, have to be taken into consideration. Here we do
not consider the response of increas ng H,O mixing ratios on the stratospheri c ozone chemistry.
The rising N,O concentration influences the NO concentration in the middle atmosphere. The
oxidation of N,O by O(*D), particularly in the stratosphere, resultsin the formation of two NO
molecules. The globa middle atmospheric circulation also conveys NO from the stratosphere
into the D-layer in moderate and high latitudes in summer whereas the transport in low and
equatorial latitudesismore complicated. In alarge number of contributions[ Taubenheim, 1997;
Bremer, 1997, 2001; Bremer and Berger, 2002] the descent of the so-called reflection height of
radio-waves has been used as a tracer for middle atmospheric cooling. In contrast to the lower
atmosphere, CO, cools the upper atmosphere, entailing a decrease of the levels of constant air
density. Thereflection height isdetermined approximatel y by aconstant leve of d ectron dengty.
It is assumed, if the sdar activity is taken into consideration in the calculations, that in afirst
approximation a constant level of electron dengty is connected with a constant level of air
dengty. The electron density within the D-layer is afunction of the NO density, and within the
water clustersregion (below about 85 km), the formation of water clusters depends additionally
on the water vapor and CO, concentrations. Thus, the estimation of the direct influence of the
trends of all minor constituents upon the D-layer should be of great interest. As mentioned, a
careful investigation of all influences impacting the D-layer is required to give a definitive
answer.

The increase of the CO, concentration is jointly responsible for the warming of the
troposphere and the cooling of the atmosphere above. The direct influence upon the chemistry
isvery small below the upper mesosphere. CO, isincreasingly dissociated into CO and O in the
mesosphere. CO reactswith OH and returnsto CO,. Only aradical conversiontakesplaceinthis
reaction from OH to H which influences the ozone chemistry rather marginally. As mentioned
above, the most important impact is connected with the ion-chemistry. The model under
consideration does not operate interactively. Hence, the CO, increase is not considered in the
dynamic model but only in the chemical transport model. In other words, the change of the
dynamical parameters such as temperatureand global circulation is not taken into account.
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4.3 Water Vapor

The hygropause separates the wet troposphere from the dry middle atmosphere. Due to a
freeze-drying process water vapor concentration drops from several hundred ppmv in the
troposphereto approximately 4 ppmv abovethe hygropause. Thewater vapor mixing ratio at the
hygropause was used as lower boundary condition in the modd because it is not possible to
simulate the complicated tropospheric water vapor content and the freeze-dry process in the
frame of our model. In order to calculate the water vapor trend for the middle atmospheeitis
important to consider the possible trend of the lower boundary conditions. Evidence for a
changing hygropause was given by Foster and Shine [1999]. They found astrong increasein the
stratospheric water vapor in the latest past [Oltmans and Hofmann, 1995; Evans et al., 199§],
which could only be explained by the methaneincrease up to 40% [ Foster and Shine, 1999]. This
indicates that the pre-industrial mesosphere was essentially dryer than it is now. There are two
possible reasons.

The globally averaged water vapor flux within the stratosphere is directed downward
[Sonnemann and Koérner, 2003]. The methane moves advectively and diffusively through the
tropopauseinto the middleatmosphereand will be oxidized to water vapor there, forming awater
vapor mixing ratio maximum closeto the stratopause. An upward and downward directed water
vapor flux results from this peak. Thisis the global mean picture, which, of course, can differ
locally or temporally. Theincrease with height of theglobally averaged water vapor mixing ratio
is characterized by apositivegradient. The question arises: does the gradient essentially depend
on the magnitude of the water vapor maximum at the stratopause, or isit in first approximation
a conservative quantity? In the latter case, the hygropause becomes proportional to the water
vapor increase and also more humid while in the former extreme case, the gradient becomes
increasingly larger if the water vapor mixingratio at the hygropauseis a conservative quantity
(actualy an unrealistic picture).

Due to the increase of the concentrations
of the different greenhouse gases the troposphere
becomes warmer and as a consegquence more
humid. Water vapor is the most important
greenhousegas. On the other hand water vapor is
governed by the other greenhouse gases ( CO,,
CH,, N,O, O, etc.) whose concentrations rise
owing to anthropogenic activity. Thus, the
humidity increase at the hygropause should also
OOJAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC be controlled by the change in the tropospheric
conditions. These simple arguments only provide
aqualitative answer that the hygropause wasdryer
in 1880 than in current times. However, it is not
possible to determine the true value thus far as
there are no measurements before the second hal f
of 20th century.

Figures4.2aand 4.2b display the seasonal
sections of the water vapor distribution at 67.5° N
in 1890 and 1997 (both yearsof low sol ar activity)
derived from the model, respectively. Thefigures
show seasonal patterns typical for measurement
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Figure4.2. Water vapor mixing ratio [ppmv]
at 67.5° N for year 1890 (@) and 1997 (b).
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v and modeling but with essentially lower absolute
amountsfor theearly case. Thediurnal variation of
the water vapor mixing ratio is not significant
below 80 km, but above 80 km, in the region of
NLC and PMSE formation, it becomes
increasingly stronger. Figure 4.3a displays the

1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1390 zooo[ppmvj altitude-time section of the water vapor mixXi ng

F;. ratioat 67.5° N near north summer solstice (1st

July) for midnight. One can recognize the general
increase of the mixing ratio & constant height.

Above about 80 km the solar cycle is clearly

mirrored. Figures 4.3b and 4.3c show the same

relations at middle and low latitude. One finds
veml that the influence of the solar cycle penetrates
essentially deeper at lower |atitudes. Thereasonis
given by the global vertical wind patterns. The
upward directed vertical wind in high and
moderatelatitudes during the summer season lifts
air that isnot strongly influenced by the variations
in solar activity from the lower domain into

Figure 4.3. Water vapor mixing ratio a hejghtswherethevariable Lyman-dpharadiation

midnight near summer sol stice (1st July) for || penetrates. The comparison between the

67.5° N (a), 42.5° N (b) and 2.5° N (c). characteristic transport time andthe characteristic

time of photolysisisthe decisive criterion for the
amplitude of thevariation with the solar cycle[ Sonnemann et al ., 2004]. In contrast, adownward
wind, as appears during the winter season, conveys ar strongly influenced by the variable

Lyman-alpharadiation to lower heights.

Figure 4.4 display the increase of the water vapor mixing raio at different selected
mesosphericaltitudes (80, 83, 86 and 90 km) at 67.5° N for summer solstice (1st July). Thesolar
cyclevariation begins to be noticeableabove 80 km. Withinthe NL C region the impact of the
solar radiation is reduced, but the amplitude of water vapor due to the solar cycle impact
possesses a considerablegradient between 80 and 90 km. At 80 km only asmall variation exists
whereas a pronounced variation occurs at 90 km. Although the condensati on nuclel fortheNLC
particles will be created in altitudes close to the 7
temperature minimum at about 86 to 8 km, the s °**"
NL C particles sediment and grow according tothe

surrounding water vapor mixing rati o, meaning .
the influence of the solar activity cycle on the ..
NL C occurrence rate isdampened by theupward & *

directed vertical wind. However, the temperature
has the strongest influence on the growth of
NLCs, but its variation with the solar cycle is not
modeled. o ‘ :
Figure 4.5 depicts the calculated annual T w0 10 0 90 w0 e 0 1 190 200
variation of the relative deviation (RD) of a

diurnally averaged water vapor mixingratio(MR)
between 1997 and 1890 at 67.5° N according to
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Figure 4.4. Diurnally averaged water vapor
mixing ratio for summer solstice (1st July) at
67.5° N for different altitudes.
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the expression:
( MR(1997)— MR(1890)) (4.2)

= u]

I R(1890)

- Up to 85 km, the water vapor trend is
J-- generally positive. There is a range of slightly
s decreasing water vapor mixing ratios above this
Y border in September/October, whereas the
increase is very strong in this domain from
. January until April. The absolute values are very
s small there so that weak changes entail large
> relative variations. The man reason for this
" behavioristhefact that the L yman-al pharadiation
also slightly increased during the years of solar
© . activity minimum and thus it was higher in 1997
TN L e o e than in 1890.
Figure 4.5. Relative dgv'latlon.of diurnally The relative deviations in a latitudina
averagedwater vapor mixingratioat 67.5°N. section for north summer solstice (1st July) and
north spring equinox (1 April) are shown in Figures 4.6a and 4.6b respectively. The figures
demonstratethat the relative increase of the middleatmospheric humidity depends on altitude,
latitude and season. The grongest deviations occur just inthe mesopause region. In theregion
of NLCs and PMSEs in high summery latitudes
marked by upward directed vertical winds, the
relative deviations reach 35-45 %. A reason for
the strong relative deviation in the mesopause
region may be given by the autocatalytic water
vapor production below 65 km[Sonnemannetal.,
2005] and the meridiond transport. The more
humid the atmosphere, the more effective the
process of autocatalytic water vapor production.
The relative deviation is not enough
informative because in regions of low val ues of
thewater vapor mixingratio it can belarge but the
absolute change is not significant. Vice versa, if
values of water vapor mixing ratio are large
enough even for small relative deviation a high
absolute changes can occur. Figure 4.7 shows
annual variation of absolute deviation of water -
vapor mixing ratio at 67.5° N between 1997 and
1890. Theregionsof strongest absolute devi ation I
correspond to regions of maximums water vapor 50 P 0 o o -5
(Figure 4.2b) and occur during the summer at Fotitude
altitudes approx|mate|y 45-55 km and 70-80 km. Flgure 4.6. Relative devidion of di Urna”y
Figures4.8 and 4.9 correspond to figures4.6aand averaged water vapor mixing ratio between
4.6b but show the absolute deviation of waer 1997 and 1890 in an altitude-latitude section

vapor mixing ratio. As Figure 4.8 makes clear the for north summer solstice (&) and for spring
equinox (b).

Height [km]
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1 water vapor mixing ratio in NLCs region has
Iw increased by 1.5-1.7 ppmv. It is advisable to use
s Solar minimum conditions, as the Lyman-alpha
flux for the minimum yearsdid not show achange
(the change from minimum to minimumissmall),
whereasthe flux in the maximum phases changes
strongly from cycle to cycle. The largest relative
deviations can be found during winter. However,
considering the absolute growth of the mixing
°  ratio values, the strongest increase isin summer.
The relatively small values in the lower
Figure 4.7. Absolute deviation of diurnally thermosphereof the northern middie latitudes are
averaged water vapor mixing ratioat 67.5° N. connected with a strong downward directed
vertical wind. Generally, themagnitude of the RD
increases with height up to the mesopauseregion. This statement reflects the fact that methane
first has to be converted into water vapor and molecular hydrogen during the upward motion
through the atmospherebut thereisapositive feedback between decreasingozoneand increasing
water vapor asit will be discussed in the section 4.4.
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Figure 4.8. Absolute deviation of diurnally
averaged water vapor mixing ratio for north
summer solstice (1 July).

Figure 4.9. Absolute deviation of diurnally
averaged water vapor mixing ratio for north
spring equinox (1 April).

4.4 Ozone

Ozone is the main source of O(*D) oxidizing water vapor (see 3rd zero cycle for water
vapor in appendix E). The production isstrongest near the daytime secondary o0zone maximum
just between 85 and 90 km - the altitude of the NLC-PM SE region. Thisisa positive feedback
processenhancing thewater vapor mixing ratio stronger than expected from themethaneincrease
alone. Below 65 km thereis no strong reduction of the ozone mixing ratio, although water vapor
increased by more than 30%. The explanation is simply given by the fact that the odd oxygen
concentration increaseswith decreasing height stronger than the hydrogen radicd s depending on
the rising methane concentration. Consequently, the odd oxygen loss reaction O+O, 20,
becomes more important compared to the |oss reactions when including the hydrogen radicals.
Although the reaction rate of this processisrelatively small, this disadvantage is compensated
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by theincreasingy larger concentrationsof Oand
O, with decreasing height than the concentrations
of the hydrogen radicals.

Figures4.10aand 4.10b depict therelative
deviation of the diurnally averaged ozone
concentration in a latitudinal section for north
summer solstice and equinox conditions.
Generally, the ozone concentration decreases the
most around the mesopause and stratopause, with
the exception of asmall area in high latitudes. At
and above the stratopause a further region of
stronger ozone |oss is to recognize whereas the
middle mesosphere is less strongly impacted.
There is a remarkable reduction of ozone
contributing to the general cooling of the
mesosphere since 1890. In the upper
mesosphere/mesopauseregion almost all methane
isdecomposed. Thefurther increaseof therelative

05 €0 SN 6O values of the water vapor mixing ratioswithin the
_ tottuge _ mesopause region, as can be seen in figure 4.6a,
Figure 4.10. Relative deviation of diurnally ecentially resultsfrom the simultaneous decrease
averaged ozone mixing ratio for north ot 70ne due to an amplified formation of
summer solstice (&) and for spring equINOX hygrogen radicals resulting from water vapor
(b). increase. In the lower thermosphere, the relative
values of water vapor decrease again owing to the strong decrease of ozone with increasing
height. For completeness of the discussion, Figures4.11 and 4.12 show absol ute deviation of the
ozone mixing ratio for north summer solstice and spring equinox, respectively. During the north
summer solstice (Figure 4.11) the largest absolute decrease of the ozone mixing ratio occurs at
50 km from 60° Sto 60° N and at 85-95 km near winter pole and around 30° N in the summer
hemisphere and equals 0.9-1.2 ppmv. During thenorth spring equinox (Figure 4.12) theregions
of largest decreaseis placed at 50 km between 60° Sand 60° N and in the mesopause at latitudes
around 30° in both hemispheres and reach values of 0.7-0.9 ppmv.
The chemical system responds in a nonlinear manner in the mesopause region. This
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findingwasinvestigated in alarge number of publicationsby Sonnemann, Feigin andcoworkers
and other groups. Asthelatitudinal sectionsin Figures 4.10a and 4.10b demonstrate, different
regions of an ozone increase (red areas) occur below the mesopause. The cause is a nonlinear
response of the photochemical system. Asthe integrationtime step hasto be relatively large for
trend calculations (15 minutes) and, additionally, the odd oxygen species are treated asfamily,
effects such as subharmonics or chaos cannot occur in the calculations as large time steps and
thefamily concept suppressthese phenomenal Sonnemann and Grygal ashvyly, 2005]. Apparently
the system tends to create a bistable behavior.

Figure 4.13 shows an example of the diurnally averaged ozone mixing ratios at 81 km
atitude intwo different latitudes for 1st January. A bistable behavior seemsto occur which,in
one case, appearsunder conditionsof small water vapor concentrationsand disappearsfor higher
values, while, inthe other case, it becomes dominant for larger water vapor concentrations. The
behavior istriggered by the solar cycle. Figure 4.14 exhibits an example at 83 km altitude and
22.5° N latitude for 1st July. A clear decreasing ozone trend is recognizable, but beginning after
1930 a bistable response occurs. The possibility of atrigger solution under the condition of a
hydrogen flux was discussed in Y ang and Brasseur [1994]. Our results may hint at abistable
behavior but, on the other hand, the integration of the system is too coarse to get a definitive
answer.

Below the mesopause, the system tendsto respond in a nonlinear manner. However, it
isimpossibleto giveadefinitive answer onthe basisof arelatively coarseintegration procedure,
so an improved investigation is necessary. The chemical reasons for a possible trigger solution
just around the ozone minimum at 80 km were discussed in Hartogh et al. [2004]. Y ang and
Brasseur [1994] showed itsexistence in avery simplified model. Certainly, the ozone decrease
in the stratopause region is more important. Different groups discussed the so-called ozone
deficit problem [e.g., Eluszkiewicz et al., 1993; Siskind et al., 1995] consisting of a Systematic
underestimation of ozone by the standard models only in the stratopause region (upper
stratosphere-lower mesosphere). Crutzen et al. [1995] did not find adeficit. Thisfinding points
to the fact that the ozone determining processes are not completely understood. We mentioned
aready that the second catalytic cycle isresponsible for the decrease if the humidity increases.
Thiscycleacts, of course, in the whole atmosphere, but hydrogen radicdsincreasefaster toward
the stratopause than atomic oxygen decreases. A second fact hasto be taken into consideration:
namely, the positive feedback between ozone and the ozone dissociation rate. This effect was
first taken intocalculationin Sonnemann et al. [2005]. The ozone dissociation rateisdetermined
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Figure 4.13. Diurnally averaged ozone Figure 4.14. Diurnally averaged ozone
mixing ratio at 81 km, 2.5° S (dashed line) mixing ratioa 83 km, 22.5° N for 1< July.
and 7.5° S(solid line) for 1st January.
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by the absorption of theradiation of ozoneitself. Thisisthe so-called self-shielding effect. An
ozone decrease enhances the radiation dissociating ozone, which amplifies further ozone
destruction in the domain where the ozone dissociation rate declines the most with decreasing
height. This is approximately the atitude below 60 km, including the extended stratopause
region. Above this height a change of ozone has no large absorption effect. This feedback is
usually not considered in the models, but the measurements reflecting the reality contain this
effect. A decrease of ozone by 10 to 14 % just at the stratopause but not above this domain up
to 75 km was inferred from microwave measurements in Lindau (52.66° N, 10.13° E), if
comparing the observations with the ozone refeence model derived from SME-saéllite
measurements 20 years earlier. Thisfinding could be anindication of an increasing humidity in
the latest 20 years. In the upper domain around the mesopause, the solar influence is essentially
stronger and the relations are exceedingly morecomplicated than at the stratopause.

The ozone decrease in the mesosphere/mesopause region was an expected effedt because
the concentrations of the hydrogen radicals increase, and particularly hydroxyl, and due to the
amplified first catalytic cycle (see section 4.2) including H and OH as catalysts. Thus, the trend
of hydroxy! will be discussed in the next section 4.5.

4.5 Hydr oxyl

A very important change of the chemically active minor congituents concerns OH in
the OH-layer. The airglow in the Meinel bands system is used by different groupsto derive the
temperature and for analysis of gravitywaves[ Taylor and Garcia, 1995; Taylor, 1997; Taylor et.
al, 1998], but OH itself is also a subject of investigation [e.g., Offermann and Gerndt, 1990;
Summerset a., 1996; Bittner et al., 2002]. The Meinel bands airglow layer results mainly from
the reaction O,+H OH*+0O,. The main loss process of the vibraionally excited states is
guenching by air particles. The chief loss of OH is the reaction with atomic oxygen. Since O
decreaseswith decreasingheight but the air density increases, the OH-layer liessomewhat lower
than the OH*-layer. Considering the production tem of OH*, H increases but O, decreases,
reducing the airglow layer. Depending on season, latitude and vibrational number, the
calculations show 20-50% decrease of the OH* concentration, but the dtitude of the layer
remained over the years. Thus, airglow measurements can be applied for the study of
anthropogeni cchangesin the mesopause region. I n contrast to thisfinding, the OH-layer became
more pronounced owing to the decline of the lossterm by reaction with O. Simultaneously, the
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height of the OH-layer increased.

As an example, Figure 4.15 depicts the relative deviation of the diurnally averaged
hydroxyl mixing ratio according to the conditions shown in Figure 4.10b (1st April). The OH-
layer is located in the mesopause region. Figure4.16 displays its increasing trend of diurnally
averaged hydroxyl mixingratio at 67.5° N for summer solstice, which is strongly modulated by
the solar cycle.

4.6 Carbon Monoxide

The most spectacular anthropogenic increase of a minor constituent isthat of CO,. As
mentioned, here the change of the mesospheric chemistry owing to the CO, increaseis only
briefly considered and theinfluence of thethermal regime of the middleatmosphereisneglected.
There are some contributions dealing with the impact of a CO, doubling on the themal regime

100 of the upper atmosphere [Berger and Dameris,

~1993; Keating et al., 2000; Bremer and Berger,
2002], but no study additionally considers the
response of the chemistry in the MLT region.
Figure4.17 showstherelative deviation of the CO
concentration for 1st April. The increase of the
CO mixing ratio depends on height, but also on
latitude and season. The lifetime of CO is
relativelylong (for [OH]=10" cm®results6.67 10°
s). Theimpact onthe composition of the hydrogen
radicalsis very small and not shown here as only
aradical conversiontakesplacefrom OH toH and
no radical loss occurs. However, the distribution
of OH influences the mixing ratio of CO. The
figure displays a generally negative trend in the
stratosphere. The reason consists in the fact that the production of OH increased essentially
stronger between 1890 and 1997 than CO in the stratosphere, so that the loss of CO by OH is
more efficient than the increased formation of CO by the phatolysis of CO,. In the mesosphere
the pictureisnot uniform. Although CO increased in most regions, there are distinct domains of
asmall inverse trend resulting from larger OH-concentrations there.

Height [km]

Figure 4.17. Relative deviation of diurnally
averaged CO mixing ratio for north spring
equinox (1st April).

4.7 NOx

The primary mechanism by which extreme solar events affect the middle atmosphereis
via production of nitric oxide (NO ) after energetic particle impacts on molecular nitrogen and
oxygen. The NO, catalytic cycle is the primary loss mechanism for ozone in the middle
stratosphere. Solar storms can also affect the stratospheric 0zone by downward transport of NO,
into the stratosphere.

However, highly enegetic solar protons can result in immediate NO, enhancements
directly in the stratosphere, although this happens very seldom. More frequently, energetic
protons and electrons lead to a delayed enhancement of stratospheric NO,. That is, production
of NO, first occurs in the thermosphere and mesosphere. Under appropriate conditions of
downward directed vertical wind, the NO, produced will then descend into the stratosphere.

The calculations presented in this work were carried out by employing an exponential
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increaseof nitrous oxide (N,O) from avalue of 254 ppbv intheyear 1880 up to the present value
of 310 ppbv. N,O is arelatively inert species in the lower atmosphere and as a sourcein the
atmosphere has, until recently, been attributed entirely to natural processes. Soil emissionsfrom
nitrification and denitrification processes are thought to be the main source of nitrous oxide to
the atmosphere. The emissions from the oceans d so play a significant role. The tremendous
increase in fertilizer use for agriculturd practices inareases the amourt emitted from the sal,
producing an observable anthropogenic impact. Biomass buming is also thought to contribute
a significant amount to the atmosphere. The importance of nitrous oxide is twofold. Frst, its
global warming potential (GWP) is 200 times greater on a molecule-by-molecule basis than
carbon dioxide. Second, the two significant removal process of oxidation by O(*D) resulting in
two nitric oxide (NO) molecules and photolyss by highe energy ultraviol et radiaion, whereit
isalso converted tonitric oxide. Thisadditional source of nitrogen oxidein the stratosphere can
then undergo catalytic destruction of ozone, leading to higher levels of ultraviolet radiation
reaching the lower atmosphere.

4.8 Chemical Heat

Thechemical heating isavery important diabatic heating source influencing the thermal
conditions under which NLC will be formed. One could expect that adecline of the odd oxygen
concentrations should also reduce the chemical heating rate, but the concentrations of the odd
hydrogen constituents increased at the same time, so that this fact compensates the negative
effect. The chemical heating is, in essence, determined by the stepwise recombination of atomic
oxygento molecular oxygen leavingitslatent chemical energyat the place of recombination. The
latent chemical energy isboth downwardly transported from thethermosphereand locally created
by the formation of O dueto the dissociation of O,. These processes are not directly affected by
theincreasing humidity. The phatolysisof water vapor itself plays no great part in theenergetic
balance. The stepwise recombination of atomic oxygen takes place via the formation of ozone
and both the formation of OH and HO, within the catalytic cycles. Asaconsequence, the height
of recombination changesif the hydrogen radical concentration alters. This process depends on
the vertical wind direction. As discussed above, the chemistry of the middle atmosphere
representsan intricate nonlinear system. Thissystemischaracterized bydifferent feedbacks. One
of these mechanismsis connected with the production of chemical heat, which actsin twoways:
it alters the wind system and particularly the vertical component, and changes the chemical
s reaction rates of the tempeature-dependent
j,, reactions. The caculations revealed two regions
. of strong influence. Figure 4.18 shows the

absolute deviation of a diurna chemical heating
.d ,, rate a 67.5° N between 1890 and 1997. The
_,, relative deviation of the chemical heating rate is
- lessinformative. The figure displays two regions
.. marked by the strongest absolute changes
I occurring during summer. The first region is

Height [km]

s placed at the summer mesopause (between 87 and
91 km) and is charaderized by the strongest
increase of chemical heating rate. The most
significant reactions for the chemical heat in the
region 85-90 km are OH+O, O+HO, and O,+H.

Figure 4.18. Annual variation of absolute
deviation of diurnaly averaged chemical
heating rate at 67.5° N.
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Hence, the increase of the chemical heating rate in this region is caused by the rising humidity
in the mesopause region dueto the enhanced odd-hydrogen production; however, thisisdamped
by the fact that the concentrations of the odd oxygen constituents decrease with increasing the
concentrations of the odd hydrogen constituents. A changed thermal regime feeds back to the
wind system and influences the chemical reaction rates. The second region of strongest absol ute
deviation is located close to the stratopause and has a negative sign. The main reaction of the
production of chemical heat in the stratopause region is given by the three-body reaction
O+0O,+M. Its reaction rate increases with decreasing temperature. Consequently, the system is
characterized by a negative feedback in both regions. Figure 4.19 showsthelatitudinal behavior
of the absolute devidion of the diurnal chemical heating rate near north summer solstice (1st
July). The figure illudrates the latitudinal extension of both regions. The trend of chemical
e heating rate has negative sign from equator to
p., approximately 50° N for al heights during
~ summer season, but it changethe sign from 50° N
to north pole in mesopause region.

One of the most intereging questions is,
how much the change of the composition of
atmospheric minor constituents influenced the
condition for the formation of ice particlesin the
NLC region, meaning the conditions in the
summery high latitudes. The temperature has the
most important influence on the creationof NLCs
and PMSEs. It is assumed to be dropped in the
middle atmosphere due tothe amplified radiative
cooling by increased CO, concentration. However,
the cooling is not a homogeneous process
affecting dl dtitudesinthesame way. A mysteriousfact isthefinding that the height of theNLC
has not noticeably declined since the time of first observation in 1883 [Jesse, 1885, 1891; von
Zahn and Berger, 2003]. The term “equithermal submesopause” wasintroduced by L tibken et.
al. [1996] and reflects the significant repeatability of the mean mesopause temperature during
the last 40 years and the NLC height sincefirst observation. Recently, L Gbken [2001] found no
temperaturetrend in the mesospherein high latitudesin summer. These are unexpected findings
not simple to interpret. A cooling of the whole middle atmosphere should shift the levels of
constant air density downward, as assumed in the papers about the change of the radio-wave
reflection height using the technique of the phase-he ght measurement [e.g., Taubenheim, 1997,
Bremer, 1997, 2001; Breme and Berger, 2002]. In the mesopause region, the concreteheight is
decisive for the sign of the temperature change if thelevels of constant air density decline. For
aheight above the mesopause (defined by the temperatureminimum), the temperature increases
owing to its positive gradient and may be compensated by a cooling trendin the vicinity of the
considered height. Below the mesopause, according to the negative temperature gradient, the
temperature decreases. The degree of super-saturation is given by the Clausius-Clapeyron
Equation. A drop of thelevelsof constant pressure also entails adecrease of the partial pressure
of water vapor. At aconstant height, this could be compensated by theincreasing humidity. Both
influences, the decrease of temperature and rise of humidity, should increasethe occurrencerate
of NLC, as indeed has been observed since the time of their first observation [e.g., Gadsden,
1998]. Theonly question iswhy thisdid not lower their lower border, whichislocated bel ow the
mesopause. The explanation, possibly, isthat the positive trend of chemical heatingrate at high
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latitude in mesopause (Figures 4.18 and 4.19) partially compensae the cooling due to CO,
increase. These both processes are in competition and the result is the absence of temperature
trends in mesopause at high latitudes during the summer, asit was found by Libken [2001].
Thus, the chemical heat can play a role in gabilizing of mesopause and formation of
“equithermal submesopause” at high latitudesin summer. In light of our calculations, & least in
the mesopause, there is no a contradiction between measurements of Libken [2001] and
Hauchecorne et. a. [1991], or Bremer and Berger [2002], who found in the mesosphere and
mesopause at mid latitudes (44° N and 50.7° N, respectively) negative trends of temperature,
becausethe trend of chemical heating rate at mid latitudesis negative for all altitudesduring the
summer (Figure 4.19) and can not compensatethe anthropogenic cooling. Apparently, thisstatic
pictureisnot comprising enough. Theglobal polar anti-cyd one changesandwith it the complete
circulation. Possible weakening of the upward vertical wind as a result of the cooling of the
underlying atmosphere decreasesthe adiabatic cooling. The collisionbetween CO, and O seems
to be an efficient cooling process [Crutzen, 1970]. A reduction of the atomic oxygen
concentration also makes this cooling process moreinefficient. Asit was mentioned already the
change of the chemical heating rate tends to increase in that area and season. Breaking gravity
waves are a rather important diabatic heating source controlled by processes in the lower
atmosphere which are subjected to climatic change. Normally, the models are tuned by a more
or less arbitrary spectrum of gravity waves so that a required global temperature distribution
results. Also, the propagation of planetary waves and, in the winter season, the occurrence of
sudden stratospheric warming influences the therma regime of the mesopause region. This
enumeration of influences and the brief discussion of them make clear that no ssimple answer can
be given. In order to investi gate the trend of the conditions in the NLC region, at least, an
interactive operating modd is required conddering all essential processes. Also an increase of
the occurrencerate of NLC with increasing humidity is expected, as suggested by Thomaset al.
[1989].

4.9 Summary and Conclusions

The influence of the rising concentrations primarily of methane, but also of dinitrogen
oxide and carbon dioxide since the pre-industrial era was investigated.The global 3D-model
COMMA-IAP designed for the exploration of the MLT-region and particularly the extended
mesopauseregion was used for calculaions. A quadratic fit using the sunspot number availeble
since 1749 asthe only solar proxy for the Lyman-al phaflux before 1947 was derived to calcul ate
the solar Lyman-alpha flux back to the pre-industrial time. The fit was based on Lyman-alpha
flux values derived by Woods et al. (2000) availablesince 1947. The calculated Lyman-dpha
flux values have been utilized to determine the water vapor dissociation rate. The water vapor
trend analysisis based on estimated methane trends since the pre-industrial era. An exponential
increaseof methanewastaken for calculaions. An unsolved and intricateproblem for themodel
calculations consistsof the water vapor mixing ratio at the hygropause during thetime range of
trend calculation. It was assumed that the hygropause wasdryer at the pre-industrial time than
presently and used a very conservative value of 10 %. The methane oxidation resultsin amore
humid middle atmosphere. According to the rising methane concentration, that yieldstwo water
vapor molecul es per methane molecul e, the water vapor mixing ratio increased. Theincrease of
water vapor mixing ratio depends on height, season and solar activity. A small time delay of a
few yearsis caused by the slow transport through the middle atmosphere. The solar influence on
the water vapor mixing ratio due to the variation of the Lyman-alpha radiation is insignificant
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below about 80 km within summery high latitudes, but it becomes increasingly more important
abovethisaltitude. Theincreasing water vapor concertration shouldimpact the NL C occurrence
rate, but the relations in the mesopause region are very intricae. The rising water vapor
concentrations enhance the hydrogen radicd concentrations and these reduce the mesospheric
ozone, particularly inthemesopause region, owing to catal yti c odd oxygen destruction processes.
A second region of stronger ozone decrease is located in the vicinity of the stratopause. This
model assertion was confirmed by microwave measurements of ozone in middle latitude at
Lindau, Germany when comparing the observations with data of the ozone reference model
established from satel lite measurements 20 years ago. The reduced ozone concentrationsform
less amounts of O(*D) being an effective H,O destroyer. As a result the H,O concentration
increases in the mesopause region stronger than expected from the methane increase only.
Another influence of increasing hydrogen radicd concentrations concerns the OH-layer, which
becamemore pronounced and the maximum height increased alittle. The change of the chemical
heating rate was discussed. In the mesopause region the chemicd heating rateincreased whereas
it decreased in the stratopause region. The positive trend of chemical heating rate a the high
|atitude mesopause during summer could play arole of stabilizing mechanism and coud be one
of the reasons of a*“ equithermal submesopause”. In thiswork we did not consider thechange of
NO, dueto theincreasing N,O concentrations.

Increasing CO, concentrations somewhat i ncrease the CO content of the mesospherewith
the exception of some regions where CO dightly decreases. In these areas the increase of OH
over-compensatesfor therise of CO. Theinfluence of CO upon the chemistryisvery small. This
iIsalso valid for the impact of the NO, chemistry upon the odd oxygen-odd hydrogen system of
the MLT region. The main effect of increasing carbon dioxideis connected with acooling of the
upper atmosphere. The trend analysis revealed a deaease of CO in the stratosphere as a result
of relatively stronger growth of OH asthe only CO destroyer. The cooling, and consequently the
change of the dynamics and the chemical reaction rates, is hat considered in the model. A
bistablestate of the chemistry around 80 km hints at anonlinear response of ozone, but thiseffect
has to be investigated in more detail. The model does not run interactively thus far and the
dynamic model is based on the state of the present atmosphere, so the annual variations of the
dynamical fields did not change from year to year over the calculated period. Hence, all trends
result from the chemistry and, to asmall extent, from the variation of the L yman-alpharadiation.
Thus the model reproduces the present atmosphere very well but there could be some changes
of the dynamical parameters (wind vector, temperature, pressure) for the pre-industrial
atmosphere.
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Chapter 5

Ozone

5.1 Middle Mesospheric Maximum (MMM) of Ozone Near the Polar Night Terminator

Ozone measurements by meansof the Microwave Limb Sounder (MLS), on board UARS
since 1992, and by the Cryogenic Infrared Spectrometers and Telescopes for the Atmosphere
(CRISTA), instruments flown on board of the Shuttle Palette Satellite in August 1997, brought
evidence for asingular area of enhanced ozone concentration around an atitude of 72 km near
the polar night terminaor [Marshet al., 2001] . The same finding was shown by ground-based
millimeter wave measurements at the ALOMAR facility from October 1995 to June 1996
[Jarchow et al., 2000]. Theorigina ground-based deviceand refurbishments have been described
in Hartogh et al. [1991] and Hartogh and Jarchow [1995]. The phenomenon has been termed
“tertiary ozone maximum” and interpreted by a decrease in atomic oxygen loss owing to the
absorption of radiation forming hydrogen radicals from water vapor [Marsh et a., 2001]. This
isanighttime effed only. The maximum ozone mixing ratio is about 3.5 ppmv, whereas under
normal conditionsit drops below 1 ppmv.

The spatio-tempora behavior of the ozone-mixing ratio in the upper
mesosphere/mesopauseregion under nearly polar night conditionsis not completely understood
or reproduced by models thus far. Based on our sophisticated 3D-model of the dynamics and
chemistry of themiddleatmosphere (0-150 km) particularly designed to investigate the extended
mesopauseregion, the spatio-temporal structure of this phenomenon is examined and discussed
in terms of its chemistry. The most marked feature, reproduced by our model, is a pronounced
ozone maximum around 70 km, also called thetertiary ozone maximum, and astrong drop of the
mixing ratios around 80 km. Thefirst feature was found by means of ground-based microwave
measurementsat mean latitude at Lindau (51.66° N) and high latitude at ALOMAR (69.29° N)
during the night in the winter season. It was, however, absent during the daytime hours. The
calculations by our model brought evidencethat the enhanced ozone values occur in alatitudinal
band close to the polar night terminator. It isconfined both to a height range of approximately
66 to 77 km and to acertain latitudi nal range which changeswith season according to the change
of the polar night terminator. For constant | atitude, two annual maximaof the ozone mixing ratio
occur nearly symmetrically to winter solstice. The higher the latitude, the more distant these
maxima appear. Thetheoretical andysis of thisphenomenon also brought evidence that ozone
isformed under nearly grazing incidence conditionsof radiation. Theradiation dissociating water
vapor is absorbed almost completely. This leads to reduction of the formation of hydrogen
radicalswhich destroy odd oxygen. However, some radiation is still producing atomic oxygen.
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This atomic oxygen is converted into ozone during the short twilight periods closeto the polar
night terminator. Theloss of the accumul ated ozone takes place partly by the Chapman reactions
of apure odd oxygen system and partly by catalytic reactions. Theradicals HO, takepartinthis
destruction of ozone. These HO, radicals are formed due to O(*D) oxidation of the even
hydrogensH, and H,O and aresidual photolysisof H,O. The O(*D) oxidation becomesimportant
because the ozone dissociation rate is only slightly reduced for grazing incidenceconditionsin
that domain. Within the region of the strong azone decrease, around 80 km, the chemistry is
marked by a steady increase of atomic hydrogen, which entails a drop of ozone and HO,. The
poleward directed meridional wind transports ozoneinto the area of the polar night darkness.

5.2 Results

Figure 5.1 calculated by COMMA-IAP displays a latitudinal-seasona section of the
midnight ozone-mixing ratio at 72 km. The figure demonstrates the location of the enhanced
ozone values closeto, but outside of, the polar night terminator. | ncreased ozone concentrations
occur along arcs on both hemispheres during the winter season. The winter polar regions do not
show an ozone enhancement. The maximum values exceed 4 ppmv but the averageisbel ow that
value. The height of 72 km was chosen because the effect ismost pronounced in the calcul ations
at thisheight. The effect spreadsinto middlelatitudes but hasarelatively stronggradient toward
the poles.

Figure5.2 (model results) exhibitsthe altitude-season section of ozone at 67.5° N which
isclosetothe ALOMAR latitude. The figure di 5ol ays two relatively isolated regions of ozone
enhancement around 72 km. The first one starts in Segptember and reaches its largest values in
the beginning of November. The second one finishes a the end of March and its maximum
occursin mid February. The winter solstice values are only slightly enhanced. At the upper part
of the figure the s0-called second 0zone maximum in the mesopause region can be seen but is
not permanently present. During the entire year the 80 km domain is characterized by thelowes
mixing ratios. At the lowe part of the figure, a clear annual variation occurs with maximum
values during summer solstice. The tertiary ozone maximum has a height extension of
approximately 5 km. The early winter peak (October-November) is located somewhat higher
(about 2 km) than the late winter one (January-March). As can be inferred from figure 5.1, the
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Figure5.1. Themidnight ozonemixing ratios
[ppmv] depicted in a latitude-season section
at 72 km atitude showing the arcs of the
tertiary ozone maximum close to the polar
night terminator.

Figure 5.2. The atitude-season section of
the ozone mixing ratio [ppmv] at 67.5°N.
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Figure5.3. Thealtitude-latitude section of the dynamical patterns, particularly those of the

ozonemixing ratio[ppmv] for November 10. vertical wind system. Downward directed wind
transports atomic oxygen from the thermosphere
to heights below 100km whereit, owing to theincreasing efficiency of thethree-body reactions,
will be transformed into ozone or will be recombined into molecular oxygen. This contributes
to aremarkableincrease of the chemical heating rate a that height. The secondary maximum of
the absolute values, occursat lower dtitudes, and the daytime valuesare essentially smaller than
those of the night. At the utmost latitudes in the mesopause region very large ozone
concentrations occur. The cause is a downward transport of atomic oxygen within the polar
vortex, which will again betransformed into ozone. The domain of enhanced polar ozone values
finishes at about 75 km and it is clearly separated fromthe singular region of thetertiary ozone
maximum by anareaof very small values. Thisfact isevidencethat thetertiary 0zone maximum
isnot aresult from any transport but has to be explained in terms of local chemistry. In contrast
to the result presented here, the calculation published by Marsh et al. [2001] exhibits a deep
“ozone hol€” in the polar area. Also, the model by Summers et al. [1997] shows only slightly
enhanced ozone values being a pat of the globally extended secondary ozone maximum.
Figure 5.4 exhibits the nighttime ozone mixing ratios measured at ALOMAR in winter
1995/1996. These observations show a start of the development of the tertiary ozone maximum
in the beginning of November and afinish approximatdy in April. Thereis, unfortunately, agap
of dataafter solsticebut one caninfer that the valuesare smaller around sol stice. Thedistribution
is strongly modulated by panetary scae « - - [s-o
oscillations, as it is known from the winter | 19
anomaly of the electron concentration of the | 1
D-layer. These oscillatory pattens make it _»-
difficult to determine the precise time of the £ F
strongest tertiary ozone layer, but the first |
maximum seemsto occur at theend of November. ® et
The planetary wave activity also modulates the
vertical winds and consequently the transport of
minor constituents like NO. Atmospheric o el AT L
warming eventsare characterized by areversa, or 1995 oo
at least weakening, of the wind system. The _. e fmen _—
possibility that the tertiary layer isdue to adirect FigureS.4. Annual variation c_)f_the nlghttl me
transport of odd oxygen from above can be ruled average of the ozone mixing ra_\tlo a
ALOMAR from October 1995 to April 1996
out as the band of small ozone values above the

: : ... showing distinct maxima around 72 km
maximum precludes this. However, within this 7, . .
atitude during the winter season.
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region the atomic hydrogen concentration is sufficiently large that a vertical transport of
hydrogen radicals could reduce ozone; this would mean that periods of relatively small ozone
valuesareconnected with periodsof strongerdownward directed vertical wind. Another possible
explanation could berelated to the fact that the O,-column density dependson temperature. The
higher the temperatureis, above a certan altitude, the greater isthe column density. Aswill be
discussin the next section a large O,-column density favors ozone formation. Observations at
Lindau provideevidencethat enhanced wintertime ozoneval uesextend to middl el atitudes, al beit
with decreasing amplitude. The maximum ozone mixing ratios are in the order of 3 ppmv at
ALOMAR somewhat smaller than the model peak val uesof about 4 ppmv, although the observed
data are smoothed and averaged over the night.

5.3 Discussion

The mesospheric ozone distribution is amost exclusively determined by a pure odd
oxygen—odd hydrogen chemistry. The hydrogen radicals H, OH, and HO,, the so-called odd
hydrogen constituents, catal ytically destroy the odd oxygen constituents O and O, marked by an
odd number of oxygen atoms. The most efficient cycle consists of the reactions O,+H O,+OH
and O+OH O,+H. Their net reaction isgiven by O,+O 20,. Thelossof the hydrogen radicals
takes place through reactions of thehydrogenradical s themsdves, and the efficiency of the loss
depends on the composition of the radicals. The net source of both the primary odd hydrogen
constituents H and OH and the primary odd oxygen constituent O is related to photdytic
processes. At aconstant altitude the val ues of the corresponding dissociation rates depend on the
solar zenith angle.

The tertiary ozone maximum in the vicinity of the polar night terminator has been
interpreted in terms of stronger absorption of radiation that dissociates water vapor than for the
radiation that dissociates molecular oxygen[Marsh etal., 2001]. Molecular oxygenisamost the
only absorber for radiation that dissociates both molecular oxygen and water vapor. Due to the
large solar zenith angle near the polar night terminator, the column density of molecular oxygen
along the transmission path of radiationislarge. Below the mesopause, the dissociation rate of
water vapor ismainly determined by the Lyman-al pharadiation due to averylarge dissociation
cross-section of it at the strong L yman-alphaline. The aross-section at Lyman-alphaof the man
absorber O, is three orders smaller. The dissociation rate of O, is with decreasing height
increasingly determined by theradiation from the Schumann-Runge bandshaving amuch smaller
absorption cross-section than that at Lyman alpha. Aslong asthe Lyman-alpharadiaion is not

g yet absorbed, the dissociation rate of H,O
ke 1 decreases stronger than that of O,. The atomic
| oxygen production increases compared with the
gjg hydrogen radical formation. Thus, ozone formed
' from atomic oxygen increases under the

5222 1 conditionsof increasing solar zenithangle. Figure
o4l {1 5.5 demonstrates this behavior. It displays the
o3 1 ratio of the relative water vapor dissodation rate
0z 1 to that of molecular oxygen at 72 km altitude
g‘(‘)g‘ 1 depending on the solar zenith angle. The term

010 20 % 0 % & 7 w0 s wo “relative’ means that for each zenith angle the

Solar Zenth Anglées 3 Deqrees Resolution . .. ..
. . : . .. dissociation rates at 72 km were divided by the
Figure 5.5. Ratio of the relative dissociation dissociation ratesfor  =0°. Thisratiois urity for

rates of water vapor to molecular oxygen.
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=0°, it approaches zero for high zenith angles, and is very small around grazing incidence
angles (80°-90°). The ozone concentration would considerably increase if it would not be
confined by the reaction with atomic oxygen. Thedissociation rate of ozone is determined by
radiation in the Hardley bands. The absorption cross-section of O, is extremely small for this
wavelength range so that the radiation, dissociating ozone, decreasesonly due to absorption by
ozone itself. In the upper mesosphere the ozone concentration istoo small to get a noticeable
absorption effect. This is why the radiation that dissociate ozone is nearly constant for solar
zenith angles smaller than grazing incidence and begins to decresses only after =90° and is
completely absorbed after =100°. Inthiscasetheradiation passesthrough lower altitudeswhere
it penetrates layers of large ozone density. The dissociation of ozone forms O(*D), which
confines the ozone concentration both after quenching and reaction of O with O, and oxidation
of H, and H,O by O('D). This results in the formation of hydrogen radicals. The dissociation
rates for angles around, and particularly after, sunset are not easy to calculate and the
computation involves the danger of errors because the actual ozone distribution hasto be taken
into calculation and the O,-column density depends on the current temperature profile. A
common feature in calculation and observation istheband of small ozone values around 80 km.
The altitude of this band declines toward the poles. It separates the secondary 0zone maximum
from the tertiary ozone maximum.

The secondary maximum results from the O,-dissociation rate strongly increasing with
height that determinesthe net production termfor atomicoxygen and from adownward transport
of atomic oxygenfromthethermosphere. The secondary 0zone maximum occursduring thenight
close to the absolute maximum of atomic oxygen that is located between 95 and 100 km.
Smultaneoudy; ameridional transport toward north takes place within the polar winter vartex.
Particularly, the vertical wind modulates the secondary ozone maximum. Abovethe maximum,
the ozone production by the three-body reaction O+O,+M O,+M becomes increasingly
inefficient as it depends quadratically on the exponentially deareasing air density. During the
night theratio of concentration of atomic oxygento concentration of atomic hydrogen determines
the ozone concentration. As the atomic hydrogen concentration is essentially influenced by the
advective and diffusive transports, the secondary ozone maximum is characterized by alarge
variability of altitudeand concentration. Theimportant reactionH+O,+M HO,+M that converts
atomic hydrogen into HO, also depends quadratically on the air density. This conversion is
effective at the height of the tertiary ozone maximum (i.e.72 km), but nat at 80 km. Atomic
hydrogen and HO, are characterized by an opposite variation.

/ / Figure 5.6 shows a height-latitude section
4 of atomic hydrogen a noon for north winter
//@ / | ydrog

: J
7
4

i
. \&\ N solstice calculated by COMMA-IAP. Within the
\//F:/% Vgii polar night area the H-concentration is large and

I downward transported. At the same time, H
f reducesozone on the downward moving path. The
e 0% levelsof constant pressure are decreasedin winter
so that the conversion of H into HO, takes place
more slowly at a constant geometric height
relativeto that in summer. The reaction of H with
W o HO, suppresses the accumulation of thisspecies.
Figure 5.7 displays the same state of affairs as
shown in figure 5.6 but for HO,. The inverse
behavior can be recognized. The partitioning
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Figure 5.6. Altitude-latitude section of H
[ppmv] at noon for the north winter
solstice.

57



90

between the individual hydrogen radicals
influences the efficiency of the odd oxygen ;
destruction. The ozone destruction by Hismore

than two orders in magnitude more efficient than
that by OH. There is a positive feedback in the &
way that alarger H-concentration decreasesozone £
and that reduces theformation of HO, according
tothereactionOH+O, HO,+O,. Hence, the most
important hydrogen radical loss process - the
reaction of H with HO, - is weskened. The

calculations show avery complicated response of " T Lot
the CTM within the whole mesopause region. In Figure 5.7. Altitude-latitude section of HO:
comparison with measurements carried out at [ppbv] at noon for the north winter solstice.
ALOMAR and Lindau the COMMA-IAP model

reproduces the spatio-tempora behavior of the tertiary ozone maximum as a phenomenon
occurring close to the polar night terminator and spreading into middle latitudes very well.
However, the model isunableto create oscillatory variationswith aplanetary timescale. It does
yield strong irregular variations on time scales of more than a month. A still unsolved problem
in the model thus far seemsto be the distribution of ozone within the very high latitude above
80 km during the polar night. Generally, the calculaion of the downward transport of minor
constituentswithin the wintertime polar vortex isanindicator of the quality of amodel and CTM
COMMA-IAP reproduces this feature well.

Pa

4
30N 60N

5.4 Conclusions

Thereason for theformation of thetertiary ozone maximum around 72 kmin thevicinity
of the polar night terminator isthe larger absorption cross section of water vapor for the Lyman-
alpharadiation (being the source of the hydrogen radicals) than that of molecular oxygen. The
absorption cross section of H,O at the corresponding wavelength is about three orders of
magnitude greater than that of O,. As a result the radiation in the Schuman-Runge bands
penetrates deeper into the mesosphere than the Lyman-apha radiation. The Lyman-alpha
radliation determinesessentially thewater vapor photolysisrate above 70 km for an overhead sun
having unity optical depth of Lyman-alpha at about that height. This effect strengthens for
increasing solar zenith angle. Consequently, theformationof the hydrogen radical sdecomposing
ozoneis reduced whereas a small odd oxygen production still takes place from radiation in the
Schumann-Runge bands and isresponsible for the small accumulation of ozone in the vicinity
of the polar night terminator. The chemical decomposition of ozone includes reactions with
atomic oxygen (Chapman reactions) and with the residual hydrogen radicals formed by the
reactions of H,O and H, with O(*D), which itself results from the dissociation of ozone, and a
remaining photolysis of H,O. At grazing incidence the dissociation rate of ozoneis still nearly
undiminished at the height of the tertiary ozone maximum so that, owing to the large ozone
values, O(*D) has comparably large concentrations. At around 80 km the situation is completely
different. The small conversion of H into HO, due to the small air density results in large
concentrations of H suppressing an accumulation of ozone there. The destruction of the odd
oxygen compounds by the odd hydrogen species dso depends on the composition of the odd
hydrogens. A growth of H leadsto aredudion of odd oxygen. The decline of ozone around 80
km is a separate effect but both the effects are connected by the dynamics. Comparing the
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chemistry with the advectivetransport one will find that both influences are important in order
to explain the whole phenomenon. The constituents are transported by the meridional wind from
the area close to the polar night terminator into the polar night domain, sinking there and
changing the efficiency of the chemical reactions at the same time. The complex interaction
between dynamicsand chemistry requiresasol ution withinthe framework of anadvanced three-
dimensional model employing an advective transport scheme characterized by very small
numerical diffusion such as used here which is also able to consider the strong tidal winds
correctly.

Theimpact of theenhanced ozone concentration on the aeronomic state seemsto besmall
becauseall reactions slow down under condition of small radiation, meaningthe response time
of the system increases. However, ozone also determines the composition of the hydrogen
radical s reducing atomic hydrogen. Perhaps large ozone concentration can cool the air a little
locally by infrared emission like CO,. Asthetertiary ozone maximum is a combined effect of
chemistry and transport the simultaneous measurement of ozone and OH* would provide
information about the influence of the hydrogen chemistry on ozone. Generally, in order to
evaluatethe models, it would be very desirable to carry out continuous 0zone measurementsin
the upper mesosphere/mesopause region within the polar night area.
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Chapter 6

Non-linear Effectsin ML T Region

6.1 Gener al Discussion

Asearly as 1987, Sonnemann and Fichtelmann found that the photochemical system of
the mesosphere represents a nonlinea enforced chemical oscillator driven by the diurnally
periodic insolation. This system is ale to produce chemical resonances if the characteristic
chemical responsetimeisintheorder of oneday. Thisisprecisely truein the mesopause region.
It was shown in the joint paper by Fichtelmannand Sonnemann [1987] that this systam is able
to create subharmonic oscillations of period-2 (hereand after period-n meansaperiod of n-days),
period-3 and chaos depend on the period of insolation. Such phenomenaare dueto the nonlinear
response of the system. The period of a subharmonic oscillation, in short subharmonics is a
multiple of the fundamental period amounting to aday, in case of the chemistry of the Earth’s
atmosphere, which is driven by the diurnally periodic solar insolation. In an ideal case for a
period-n, every n day repeat the same diurnal variationsfor all constituents, whereas the diurnal
variations of the individual days differ within this period of n days. For n , a so-caled
deterministic chaos arises. More about deterministic chaos can be found in work of Schuster
[1984]. Asearly as 1918 Duffing showed that such periodically driven nonlinear oscillators are
able to create cascades of subharmonic oscillations. The current state of the art of findings
regarding nonlinear processesin atmosphericphotochemical systemswasdescribed, summarized
and analyzed by Thompson and Stewart [1991] and Feign [2002]. Abarbanel [1995] treated the
problem of the analysis of observed chaotic data comprehensively and thoroughly. The same
method applied to the atmospheric chemistry when considering observed chaotic time series has
also been explored by Feigin et al. [2001]. Some theoretical investigations and methodical
problems of the nonlinear response of the tropospheric photochemical system have been
examined in publications by Krol and Poppe [1998] and Poppe [1999].

Thehighly idealized system of Sonnemann and Fichtelmann[1987], considering only the
odd oxygen constituents O and O, and the odd hydrogen species H, OH and HO, as variable
compounds (phase variables), was improved later. The behavior of this dynamic
zero-dimensional model was systematically investigated using water vapor concentration, the
ratio of daytime tonighttime hours (reflecting season and/or latitude) and air density (reflecting
the geometric height) ascontrol parameters| Fichtel mann and Sonnemann, 1992; Sonnemannand
Fichtelmann, 1997]. Particularly, the paper by Sonnemannand Fichtelmann [1997] investigated
the behavior from the point of view of chaos research. Y ang and Brasseur [1994] showed that
the photochemical system of the mesosphere has a trigger solution if fluxes from the
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thermosphere into the mesosphere are taken into account. In the meantime, the group from
Nizhny Novgorod further analyzed the nonlinear response of this system and derived the so-
called essential model of the chemistry of the mesopause region [Konovalovet al., 1997; Feign
et al., 1998; Konovaov and Feigin, 2000; Feigin et al., 2001; Feigin, 2002]. They found that the
effect, in essence, results from an interplay between atomic oxygen and atomic hydrogen. The
nonlinear behavior of the system was further investigated by Montecinos [1996], Johnson et al.
[1998], Montecinos and Felmer [1999] and Scott et al. [2000]. Montecinos and Felmer [1999]
found that the period-2 is a stable oscillation of the photochemical system. They dso reported
on multiple solutions.

The control parameter “frequency of solar insolation” seemsto beatrivial parameter for
the Earth’ satmosphere, asthe Earth’ srotation period of 24 hisconstant. However, it was shown
that the zonal wind moving an air parcel around aparallel resultsin a Doppler shift of the period
of solar insolation [ Sonnemann, 2001]. Under real conditionsthe shift of the period amountsto
between +4 and -7 hours. On the basis of asimplified 1D-model considering a changing zonal
wind only, the system again created subharmonics when the zonal wind exceeded a critical
ve ocity. This so-called phatochemical Doppler effect has been studied inmore detail based on
three-dimensional calculations, but a nonlinear response was not observed [Sonnemann and
Grygalashvyly, 2003].

Kulikov and Feigin [2004] investigated reaction-diffusion waves in the mesospheric
photochemical system caused by horizontal eddy diffusion. It was shown that when the spectrum
of oscillation contains marked second subharmonics, reaction-diffusion waves in the form of
traveling fronts and pulses of the phase of two-day oscillations may be excited.

Theinfluence of turbulent diffusion onthe nonlinear behavior wasinvestigated by means
of aone-dimensional model using the diffusion coefficient as a control parameter [ Sonnemann
and Feigin, 1999aand 1999b; Sonnemann et a., 1999]. A very complicated system response has
been found. Different subtleand catastrophic so-calledspace-bifurcations, creatingsubharmonic
and chaotic attractors, occur for achangingdiffusion coefficient. The nonlinear response seems
to be restricted to a certain height interval of upper mesosphere/mesopause, but actually the
differencebetween the concentration amplitudesfor consecutive daysbecomes smaller themore
distant the height from thisinterval is. This behavior has been called the onion bifurcation. The
most essential finding was, however, that strong diffusion suppresses the nonlinear response of
the system. Thecritical values of the diffusion coefficient for the creation of afirst subharmonic
oscillation by asubtlebifurcation, aperiod-2 oscill ation, rangesinthe order of K~10° cm?/s. This
Is comparable with real reations at the lower and middle mesopause region. As very small
diffusion coefficient of the order of K~10* cm®s have been frequently derived, particularly
around and below 80 km [e.g. Luibken, 1997], the question arose whether anonlinear response
of the photochemical system can also occur unde real conditions

Although different hints to a subharmonic peiod in the mesosphere and mesopause
region havebeen published, nodirect evidencecoul d be givenfor achemically induced two-day
oscillation thus far. Azeem et d. [2001] investigated mesospheric 0zone and temperature data
obtained by the Microwave Limb Sounder (MLS) on board the UARS and found two-day wave
in ozone most pronounced near 30° latitude in the southern summer hemisphere inlate January.
The results seem to indicate that the two-day wave in the ozore is chemically driven in the
mesosphere region via changes in reaction rates that are strongly temperature dependent.
However, the authors could not investigate the mesopause region, and only discussed aregion
where a chemical two-day wave cannot be created.

Thewell-known phenomenon of the quasi two-day wavein the prevailing wind detected
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by Doyle [1968], and later by Miiller [1972], is commonly interpreted in terms of dynamic
processes. The same dynamicexplanation is given for the two-day variation in temperature [Wu
et a., 1993]. The observation of atwo-day variation in the oxygen green line volume emission
rate, at a height where the characteristic time for atomic oxygen is too long to produce suchan
oscillation, was interpreted by an excitation from below [Ward et al., 1997].

Themain goal of investigation discusxd below isto give an evidence by modeling that
the photochemical system of the upper mesosphere/mesopause regon is able to respond in a
nonlinear manner under certain conditions.

6.2 M esopause Region

In the following some results of modeling will be shown which proof the existence of an
intrinsic period-2 in the photochemical system of the mesopause region. The numerical
experiment was carried out by calculations over 100 days with dynamical data and declination
which does not change from oneday to another one, in other wordsfor a permanent repeated date
for some selected dates of year as1st July, 31st July, 1st January, 31st January, 22nd March and
22nd September. The calculations were started from precal culated with full annual cycle of the

chemical distribution for each chosen date. After approximately one month of calculation the
transientsdied away. The system then operates in an almost limit cycle mode. A limit-cycle on

aplane or atwo-dimensional manifold is a closed trajectory in phase space having the propety
that at least one other trajectory spirals into it eithe as time approaches infinity or as time
approaches minus-infinity. Thus, if such calculations show subharmonic oscillations, it can be
only theresult of nonlinearity of the photochemical system, but cannot be dynamically induced.
Some examples of these calculations which give an evidence of the existence for such
oscillations are presented below. For thesecal cul ations theintegration timestep was reduced to
60 s and ozone and atomic oxygen were transported not in family, but separately. Only under
these conditions the photochemical system created subharmonic oscillations.

Figure 6.1 shows a survey of calculations of the ozone mixing ratio for the northern
hemisphere at 83 km atitude for a permanent 1st July. The ozone mixing ratios are indicative
for other constituents because ozoneisthe best measurabl e constituent in the mesopause region.
The figure clearly display a period-2 oscillation from about 33° N to 56° N. The largest
amplitudes occur around 46° N. Around 37.5° N aweak period-4 occurs. Only the fundamental

period-1 has been found on the southern

I” hemisphere up to low northern latitudes. Figure
s 6.2 display an altitude-time section at 42.5° N of
s the same congtituent. The figure shows that the
¢ two-day oscillation occursapproximately between

3 os 3 80 and 85 km with a maximum close to 83 km.
5 l l i , , e The calculations carried out for the south
**  summer season do not simply result in amirrored
o»  behavior. This finding result primarily from the
., dynamic model, which is based on the Berlin
1 “  ozone climatology of the stratosphere being

I asymmetrical with respect to the hemispheres
) . . _under comparable seasonal conditions and it is
Figure 6.1. Ozone mixing ratio [ppmMv] In sary due to the eccentricity of the Earth’s orhit

northern hemisphere between 32.5° N and pgayson et al., 1998]. Figure 6.3 shows a cutout
67.5° at 83 kmfor repeated 1 July.

Day

62



s
0.75

0.7
0.65
0.6
055

Io.s )
0.453
04~
0.35
03
025
0.2
0.15
0.1
0.05

35 36 37 38 39 L] # 42 43 44 36 37 38 39 40 41 42 43 44
Day Day

Height [km]

Lotitude

Figure6.2. Altitude-time section of theozone
mixing ratio [ppmv] at 42.5° N according to
the results presented in figure 6.1.

Figure 6.3. Ozone mixing ratio [ppmv]
between 37.5° S and 12.5° S at 83 km for
repeated 22nd December.

between 14° S and 36° S of the ozone mixing ratio at 83 km for a permanent December 22nd.
The effect occurs in the southern hemisphere in middle to low latitudes of the northern
hemisphere for this date. The position of the regions of nonlinear response changes with date.
Period-2 oscillations occur during the entire summer season. Thefigure displays clear period-2
oscillations however, with a phase shift between about 25° S and 26° S.

The period-2 is the preferred subharmonics, but as Figure 6.4 demonstrates the next
period doubling can also be created by the model. The figure shows the diurnd variations of
ozoneat 2.5° N at 83 km height for apermanent July 31st after morethan 40 days of calculation.
The amplitude difference for the system in the same phase reaches 0.3 ppmv and occurs after
sunset, when the dissoci ation of waer vapor isreduced but dissociation of molecular axygen still
exists and is not significantly reduced compared with that of water vapor. In reality such
amplitude differences are masked by the naturd variability due to the dynamics and can be
observed only in cases of not to large wind and eddy diffusion. Figure 6.5 shows an example at
83 km and 12.5° N for apermanent January 31st. The representaion startsafter the beginning
of calculations with a permanent wind and declinaion from one day to the other one - that is
called “permanent” dae, and on this figure one can see the genesis of the system. The system
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Figure6.4. Diurnal variation of ozone mixing
ratio [ppmv] at 2.5° N at 83 km for repeated
3lst July.

Figure6.5. Diurnal variation of ozonemixing
ratio [ppmv] at 83 km and 12.5° N for
repeated January 31st.



responds immediately with the creation of a
transient period-2 oscillation ( days 1-12).
After these 6 subharmonic periods a transient
quasi period-6 occurs and then changesfinally
into aperiod-2 again approachingalimit cycle.

The chemical two-day oscillation
induces a two-day oscillation of the chemical
heating rate. Figure 6.6 depictsthe diurnal and
day-to-day variations of the total chemical
heating ratesfor 4 consecutivedays at different
atitudes and latitudes for the July 1st. It is
evident that the two-day oscillation of the
individual speciesisconnected with amarked
thermal two-day variation of the chemicd
heating. As Figure 6.6 indicates, the pumping
by chemical heating is a robust effect. The
temperature amplitude of the chemical heating
S VA | rate ranges in the order necessary to excite a
Ed 2 e 5 certaintwo-day waveintheprevailingwindin

Doy the mesopause regon but it is too small to
Figure 6.6. Diurnal variations of the total explain the full effect which needs minimum
chemical heating rate for 4 consecutive daysfor an amplitude of 5 K/day [Forbes, 1982]. In
a permanent July 1st at different latitudes and observations, maximum amplitudes of the
altitudes where it most pronounced. prevailing wind components are usually
attained at heights between 80 and 95 km
[Craigetal., 1980; Ward et a ., 1996] which correspond to the occurrence height of the nonlinear
response. However, the two-day variations of the temperature or ozone have been found at the
lower mesosphere but not only in the mesopause region [Wu et al., 1995; Azeem et d., 2000].
This could be caused by a different effect than that what creates a two-day wave in the
mesopauseregion. Themeasurementsof the prevailing wind indicatesamaximum around 90 km
atitude and only small valuesat 75-80 km [Harris, 1994; Palo and Avery, 1996; Thayaparan et
al., 1997]. Unfortunatdy, our model is not interactivey coupled. Therefore, it isnot possible to
say whether the chemical heati ng essentially feeds back to the dynamics, also influencing the
vertical transport aboveand bel ow theregion of nonlinear response. Such transport could amplify
the amplitude of the chemical heating rate due to a modulated transport of atomic oxygen,
carrying almost only the latent chemical heat, asfound by Ward et. al. [1997]. Actually relating
to observations, it would be difficult to distinguish between dynamically induced or chemically
caused quasi two-day variation (e.g. of measured ozone). Thereason isthat the amplitude of the
chemical two-day oscillation between aternating days is not larger than would result from a
temperature induced variation.

Another possible way of studying of the nonlinear system is the description of its
behavior inthe phase space. A trajectory describesthe movement of a phase point within aphase
subspace and an attractor reflects the motion in case of limit cycle. In the phase space the
attractors are indicative for the nonlinear response of the system. Figures 6.7 and 6.8 display
examplesof quas attractorsfor ozone versus atomic oxygen and ozoneversus atomic hydrogen,
respectively, at 83 km height and 42.5° N for a pemanent July 1st. The data from calculations
were stored every 1.5 h and therefore, the curves appear to be very angular. In reality they are
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smoothed. Although the calculations based on a permanent date the figures do not represent an
ideal limit cycle because the long-living constituents still change slowly during the time period
considered. Both of the different diurnal variationscan be clearly recognized as separate | oops.
Theresults presented here clearly show that aso-called “two-daywave” in the chemistry
of the mesopause region can occur under favorable conditionsbut al so that the two-day variation
isnot a general feature of the dynamics (totally independent of two-day waves induced by the
dynamics because in the calculations only thedynamics for a certain day, which repeated each
day of calculations, were used). In order to use certain conditions, the system was integrated
under the conditions of a continuously repeating dae. In reality, the conditions change dlightly
accordingto therunning date. Thisconcernsthe dlightly seasonally changing radiation conditions
but it refers more to all influences connected with the changing dynamics. As in the
climatol ogical mean, the dynamic patternsdo not normally change drastically within aperiod of
oneor two weeks. The creation of, at |east, atransient period-2 oscillation is expected under real
conditions in favorable locations. Figure 6.9 displays the diurnal variations of ozone at 83 km
and 2.5° N under real conditions. There is a quas period-2 which jumps into a period-4 and
returnsfindly to aperiod-2. The amplitudes of thediurna vari aions change permanently.
Water vapor concentration isan important chemical parameter, becauseit determinethe
behavior of the nonlinear photochemical system in theupper mesosphere/mesopauseregion, as
it was shown in the paper of Yang and Brasseur [1994]. It was found that too dry (less than 1
ppmv) or too humid (larger than about 6 ppmv) atmosphere does not create aperiod-2. Also, the
ratio of daytimeto nighttime hours play animportant role. In the case studied by Sonnemann and
Fichtelmann [1997], the period-2 amplitude amplified with increasing daytime hours after a
subtle start for about 2 daytime hours, but it decreased again &ter 14 daytime hours. The height
range of thenonlinear responseisshifted upward if thewater vapor concentration increases. This
may be a reason why at high latitudes this range is locaed higher because the humidity also
increases toward the summer pole. Another fact that has to be considered is the increase of the
level of constant air density in summer and the prolongation of the sunshine hours. In the
mesopause region the water vapor concentration acts in the chemicd system, above all, viathe
product J,,,o[H,O] where J,,,,, stands for the dissociation rate of water vapor. During the years of
high solar activity J,,,, IS about 50% larger in the mesopause region than during the years of
minimum of solar activity. Although the water vapor concentration is reduced during the phase
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Figure6.9. Diurnal variation of ozone mixing Figure 6.10. Comparison of the diurna

ratio at 83 km and 2.5° N calculated under variationsof ozonemixingratio [ppmv] at 83

real conditions. km atitude and 2.5° N lati tude between high
(upper panel) and low solar activity (lower
panel) for a permanent July 1st.

of high solar activity dueto enhanced photdysis, this effect does not compensate the increased
dissociation rate, so that the product is larger than under mean conditions [ Sonnemann and
Grygalashvyly, 2004]. A clear effect is the increase of the ozone concentration for decreasing
solar activity dueto the decrease of hydrogenradical swhichdestroy theodd oxygen constituents
(ozone and atomic oxygen). Figure 6.10 shows a comparison of the diurnal variations of ozone
at 83 km altitude and 2.5° N latitude between high (upper panel) and low solar activity (lower
panel) for apermanent July 1<t. In case of high solar activity a period-6 occursthat is doubling
of aperiod-3. Fichtelmann and Sonnemann [1992] found that the period-3 isan inherent period
of the chemical system of mesopause, a so indicating that the system hasthe potential torespond
chaoticdly. In other regions of nonlinear response, the period-2 oscillation is conserved with
solar activity but the amplitudes of the oscill ai ng gpeci eschangesaccordingtothesolar activity.

6.3 Middle M esospheric Ozone Oscillations at the Polar Day Terminator

The creation of subharmonic oscillations in the chemistry within the mesopauseregion
could be areal effect in the atmosphere under favorable conditions of relatively low turbulent
diffusion. The 1D-calculations by Sonnemann and Feigin [1999a] came to value of K<2 10°
cm?/s, anot too strong vertical wind (<about 2 cm/s) and not too small water vapor mixing ratios
(in calculations by means of simplified models mixing ratios had to be >1-2 ppmv) like those
occuring in the summer hemighere. But within the region of the polar mesospheric summer
echoes and noctilucent clouds (PM SE-NL C region) at high latitudes in summer afreeze-drying
takes placejust at that height where the two-day oscillation can occur. Under this condition, the
water vapor mixing ratio drops to afew tenths of a ppmv [Berger and von Zahn, 2002; Rapp,
2003]. Thecalculationsusing simplified model s showed that these val ues of water vapor mixing
ratio are too small to create a subharmonics [ Sonnemann and Fichtelmann, 1997; Feigin et al.,
1998]. Therefore, it israther unlikely that the effect of subharmonic creation appears under the
condition of freez-drying. The model used did not consider amicro-physical code of ice partide
genesis, thereby causing the freeze dry effect.

Figure6.11 showsthe same state of affairsasdisplayed Figure 6.2 at 72.5° N but outside
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Figure 6.11. Altitude-time section at 72.5° N
according to the results presented in Figure 6.1.
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variations of their mixing ratio.

of the occurrence range of period-2 oscillation
shown in Figure 6.1. There is practically no
period-2 at 83 km but there is a pronounced
two-day oscill ation between 86 and 90 kmwith
amaximum at 88-89 km. A phasejump occurs
between 87 and 88 km. Generally in our model,
the height region of the nonlinear response
increases with increasing latitude but is
strongest for the highest latitudes. The same
calculations carried out for equinoxes doesnot
yield a strong indication of a period-2
oscill aion anywhere. Figure 6.12 displays the
diurnal variations of the four most important
chemically active species for apermanent July
1st. All congtituents show clear two-day

The chemistry a the highest summery latitudes is not a subject of any nonlinear effects
in our model. A two-day oscillation at 77.5° N was still found but not at 825° N. The main
reason certainly consists in the fact that there is no, or only a very short night, meaning only a
smoothed diurnal variation could drive the chemical oscillator [ Sonnemann and Fichtelmann,
1997]. The photochemical system hasan unequivocal solutionfor dl setsof constant dissociation
rates. As the system is a nonlinear radiatively driven chemical oscillator, it needs a radiative
excitation for a clear day-to-night difference. Additionally, in winter the water vapor
concentrations are too small to create a period-2 oscillation.
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Figure 6.12. Diurnal variation of the four most
important chemically active species for four
consecutive days at 84 km and 62.5° N for
permanent July 1st.
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6.4 Summary and Conclusions

Different measurementsin the upper mesosphere/mesopauseregion revedd aperiodicity
of quas two days, however, there is no direct observational evidence thus far for a period-2
oscillation caused by nonlinearity of the photochemical system.

The main goal of this chapter was to demonstrate that the chemica system in the
mesopauseregionisableto create subharmonicoscillationsunder nearly realistic conditions. The
global 3D-model of the dynamics and chemistry produces these phenomena within the
mesopauseregion at certain latitudinal regions, particuarly during the summer season under the
condition of relatively weak vertical winds, not too strong turbulent diffusion, and not too smal
water vapor concentrations. The occurrence of transient subharmonicsafter a sudden change of
asystem parameter, such asturbulence, vertical wind velocity or humidity, seemsto be possible.
The two-day oscillation of the active chemical condtituents entail s atwo-day variation of the
chemical heating rate which in the real atmosphere feeds back to the dynamics. As our model
does not operateinteractively, this response cannot be cal culated by means of the present model
version. Therefore, the development of a model with full interactive coupling in which the
chemical heating rate feeds back to the dynamics isa firg priority.
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Chapter 7

| nfluence of Sudden Stratospheric Warmings on the
M esopause Region

7.1 The Sudden Stratospheric Warming (SSW)

The phenomenon of sudden stratospheric warming (SSW) wasdiscovered and described
in 1952 by Scherhag. It consists of a sudden increase of temperatur e in the stratosphere f or high
and middle latitudes in winter during atime range of one or two weeks. The observations show
that thewarming first appearsat high altitudesnear mesopause region and then descendsinto the
lower stratosphere with an expansion from the pole towards the middle latitudes. This
phenomenon reaches its maximum intensity near 65° N latitude with temperature values
increasing to about 60 K in the stratosphere [ Schoeberl, 1978]. During the strongest events - the
so-called major warmings - the zonal wind reverses from westerly to essterly [e.g. Labitzke,
1981]. The temperature change in the mesopause region and the mesosphere between about 65
and 85 km shows a significant anti-correlation with that in the stratosphere during the SSW.
According to the definition of the World Meteorological Organization (WMO), a SSW happens
when, at the 10-hPa level or below, an increase of the latitudinal mean temperature poleward
from60° N latitude and an associated circulation reversal occurs. Sudden stratospheri cwarmings
are classified as major warmings, which are considered in this chapter, and minor warmings,
which are not discussed here. In a minor warming, the increase of the temperature is not so
significant and thezonal wind and the meridional temperaturegradient inthe straosphereusually
weaken but do not reverse. The average temperature difference at 10 hPa between maxima of
major or minor warming and the undi sturbed atmosphereisabout 30 K. According to our present
knowledge, the reasons for the phenomenon are planetary waves propagating from the equator
to the pole and their ability to penetrate through the winter stratosphere [Charney and Drazin,
1961]. Planetary waves transport heat and momentum from mid-latitude into the polar regon,
passing through the winter tropopause and reaching the upper stratosphere wherethey dissipate
and raise the temperature dramatically by a release of eddy heat. One can find a more
comprehensive theoretical explanation of this phenomenon in the papers of Holton [1976],
Schoeberl [1978] and Mclntyre[1982] and in the model studies of Kouker and Brasseur [1986]
and Tao [1994].

There are only few investigations dealing withthe influence of SSWs on the chemistry
inthe mesosphere-lower thermosphere (ML T) region[Liuand Roble, 2002; Sigerneset al ., 2003;
Siskind et al., 2005). The goal of thischapter isparticuarly to investigate the influence of SSWs
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on the distribution of minor constituents within the mesosphere/mesopause region by means of
globd 3D-model of dynamicsand chemidry.

7.2 Effects During SSW in the Extended M esopause Region

Table |
N reaction reaciion rate heat [keal [ mole]
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The COMMA-IAP model provides climatological means of all calculated atmospheric
quantities. In order to investigate phenomena such as SSWs or the propagation of planetary
waves the LIMA model was developed. In this study, the influence of the SSWs on the
distribution of minor constituents within the mesosphere/mesopause region was investigated
using the LIMA model. The dynamics and temperaure changing with the occurrence of SSWs
impact essentially the chemistry of the mesosphere-lower thermosphere (MLT) region. The
dynamics triggers the transport of long-lived minor constituents such as water vapor in the
mesosphere and atomic oxygen in the lower thermosphere. The temperature determines
considerably the magnitude of the chemical reaction rates. Additionally, as shown in the paper
of Sonnemann and Grygalashwyly [2003], the change o the zonal wind has a considerable
influence on the composition of chemical activeminor constituents. All theseinfluencesaremore
carefully discussed below.

Figure 7.1 shows the temperature dependence for the most important reaction ratesfor
typical variation of temperature in the mesosphere/mesopause region during a SSW. The
numbers of the reactions correspond to Table 1. K1 is the only reaction forming ozone. It
increases with decreasing temperature. The most important reaction rate of ozone destruction,
K 3, decreases with decreasing temperature. The same (decrease with decreasing temperature) is
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true for other reaction rates (K2, K4 and

: ST ITm K5) that destroy ozone Thus, both
1E-11 3 "™ influences (increase of K1 and decrease
'_'IE-IE-; e of K2-K5) act to increase ozone when
X E ks temperature decreases. However, the
o 1E-13 o KGT 10 . .
& U B chemistry is more complex and one has
ST PR — to consider also the behavior of the other
2 IE-IS-E - constituents involved in the ozone
& o chemigtry. This particularly concerns
IE5 o . atomic oxygen being the source gas for
T Ml ozone. The loss processes for atomic

180 180 200 210 220 23 240 230 oxygen increases with decreasing

TempE AR E T temperature, which tends to reduce
ozone. However, theseinfluencesare not
so strong so that the enhanced atomic
" oxygen loss cannot compensate for the
ozone increase under the condition of decreasing temperature. Figure 7.2 displays the annual
variation of thetemperatureat 67.5° N in 2001 calculated by LIMA. The calculations reproduce
two major warmings occurring in thistimeranges: in the end of January/February and intheend
of December. Additiona ly, there was a minor warming after the middle of the February. The
sudden stratospheric warming starts in the mesosphere and reaches the lower stratosphere
approximately two weeks later. The calculations show a maximum temperature increase in the
stratosphere of 50 K larger than the value of the climatological mean. For both cases, the
stratosphericwarmings are connected with mesospheric cooling of about 30 K. Theseresultsare
in agreament with measurements [Siskind et al., 2005].

Figures 7.3a-7.3d depict the diurnally averaged temperature zonal, meridional, and
vertical wind for the period January to April 2001 within the height region between 70 and 100
km. Figure 7.3a, when compared with Figure 7.2, demonstratesthat the temperature decreasein
the mesosphere/mesopause region starts approximately two weeks before (third quarter of
January) the major SSW occurrence by definition of WMO (in year 2001 thisis February 11),
confirming observational findings[Siskind et a., 2005]. The zonal wind shown on Figure 7.3b
Dlurnolly Averaged Temperoture [K] ot 67.5 N tends to weaken and changes its

" T AT AT direction at the time of minimum
lijz temperature. Figure 7.3c shows
w0 that the diurnally averaged
: = 250 meridional wind has its strongest
801 : ‘ E -*,  positive values (toward the pole)
220 just before the warming event and
210 then rapidly reverses its direction.
: (Vm )/“
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» Figure 7.3d displays the vertical
Figure 7.2. Annual diurnally averaged temperature at 67.5°
N in year 2001 calculated by LIMA.

Figure 7.1. The reaction rates of most significant
reactionsfor ozoneloss/production inthe mesosphere
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Figure 7.3 a-d. Diurnally averaged temperature (a), zonal wind (b), meridional wind (c) and
vertical wind (d) at 67.5° N calculated by LIMA.

vertical gradientsof themixing ratiosof different minor constituents such aswater vapor, atomic
oxygen, atomic hydrogen etc. occur in the upper mesosphere/lower thermosphere. The vertical
wind modulates the distribution of minor constituents. Downward directed wind in the lower
thermosphere conveys atomic oxygen into lower layers, raises the ozone concentration,
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influences the distribution of the hydrogen radicals and increases the chemical heating rate.
Atomic hydrogen is also transported, which determines the hydroxyl and hydroperoxy (HO,)
layers. But the changes in distribution of minor constituents in the mesosphere/lower
thermosphere during SSWs which are shown and discussed below can not be explained by the
influence of the vertical wind, because, as Figure 7.3d shows, there is no clear correlation
between vertical wind and SSW like in the case of the zonal wind. Al the horizontd wind
influences the distribution of long-lived minor constituents. Horizontal wind components are
essentially stronger than the vertical component but the horizontal concentration gradients are
usually much smaller. However, particularly in the vicinity of the polar night terminator marked
by large meridional concentration gradients, the horizontal transport plays a considerable role.
The impact of the zonal wind cannot be neglected as large concentration gradients of the
chemically active families occur particularly during sunrise and sunset. The influence of the
zonal wind on the chemistry of the MLT region has been investigated by Sonnemann [2001],
Sonnemann and Grygalashvyly [2003]. They found that in the middle to upper mesogphere in
winter the prevailing west wind regime enhancesthe nighttime concentration of 0zone compared
with the case of zero zonal wind. The zonal wind reversal during a SSW (Figure 7.3b) should
reduce the nighttime ozone concentration but the decreasing temperaure (Figure 7.3a) and
changed meridional wind direction from southward to northward (Figure 7.3c) overcompensate
this effect.

Figures7.4 a-d exhibit thetimevariation of themost important minor constituents. Figure
7.4 ashowsthediurnally averaged ozone mixing ratio around the height of the secondary ozone
maximum. The diurnally averaged values are mainly determined by the large long-lasting
nighttime values of ozone. There is generally an oscillatory behavior in the region of the
secondary ozone maximum (85-100km). The largest values (up to 9 ppmv) occur shortly after
the time of SSW, after the decrease of the temperature in the mesopause/upper mesosphere
region during the end of January. In the period of temperature minimum itself even the ozone
concentration is reduced. The amplitude of the concentration oscillations decreases after the
event. Inthealtitude range 72-75 and highlatitudes the tertiary ozone maximum coinciding with
the SSW period (end of Novembe -beginning of March) [Hartogh et d., 2004].

As Figure 7.4b demonstrates, the variation of the diumally averaged absolute aomic
oxygen concentration having maximum valuesaslargeas 1.8 10 cm™ correlatesvery well with
that of ozone. The reason is that the ozone production term is mainly determined by atomic
oxygen. Figure 7.4c showsthe diurnally averaged water vapor mixing ratio. It also reveals some
oscillations which are induced by winds. During the SSW-period the mixing ratios are weakly
enhanced but in the period of large odd oxygen concentration they are dlightly reduced
[Sonnemann et al., 2006]. Figure 7.4d exhibitsthe diurnally averaged atomic hydrogen mixing
ratio. Thereisaclear anticorrelation to the variations of the odd oxygen constituents (see Figures
7.4aand 7.4b) with an exception of the March/April period.

Figure 7.5a shows the so-called nighttime tertiary ozone maximum around 70 to 74 km
having mixing ratios up to 3 ppmv [Hartogh et al., 2004]. The Figures 7.5b -7.5d show the
dynamicd parameters. temperature, zonal and meridional wind duri ng midnight, respectively.
Comparing Figures 7.5b with 7.5a, it becomes clear that the time ranges of large ozone
concentrationscorrespond to that of low temperature. Figure 7.5¢c makesclear that thezona wind
changes to summer conditions (negative values of an east wind system) during the period of
SSW. The meridional wind (Figure 7.5d) also changes to summer conditions (blowing toward
the south) with a certain time dday for the first SSWV.

Thevertical wind modulatesthetimebehavior of al constituentsby thevertical transport
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Figure 7.4 a-d. Diurnally averaged chemical constituents at 67.5° N, calculated by LIMA.

of long-lived condituents but itsimpact israther different at variousaltitudes. In order to check
the influence of the vertical wind on the distribution of any constituent one has to compare the
characteristic vertical transport time with the corresponding characteristic chemical time of a
family or a long-lived constituent. The downward directed vertical wind trangorts atomic
oxygen from the lower thermosphere to regions where it will be converted into ozone by the
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Figure 7.5 a-d. Ozone (a), temperature (b), zona (c) and meridional(d) winds at 67.5° N,
midnight, calculated by LIMA.

reaction K1. The charaderistic time of this process depends quadratically on the air density,
meaning the processis very slow (from afew days up to several wesks) within the mesopause
region and above. Thus, aomic oxygen reveal only a slight diurnal variation above the
mesopause at the height of the secondary ozone maximum. In contrast, the ozone loss during
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daytime is a fast process with a characteristic time of about 100 s. During the night atomic
hydrogendeterminesthe characteristic timeof ozone. Takinginto considerationthelargereaction
rate K3 and the absolute largest atomic hydrogen densities around the mesopause thenighttime
destruction of ozone is still a relatively fast process (several hours to a day). However, the
destruction dependson therather variable atomic hydrogenconcentration that isal so determined
by vertical transport. Hence, thereisaclear anticorrelation between nighttime ozone and atomic
hydrogen. The OH* -airglow layer degpends on both theseoppositely varying constituentsand the
reaction rate depends only slightly on the temperature. The main source of atomic hydrogen at
the height of the airglow layer is water vapor that depends strongly on the vertical upward
transport. However, the vertical wind is not characterized by a uniform (summery) upward
motion during the SSW evert. Therefore, the maximum concentration of OH* during the SSW
isaresult of the large ozone values overcompensaing for the atomic hydrogen minimum.

Figures 7.6a-7.6¢ display the layers of the diurnally averaged hydroperoxy radical, and
the production rate of the excited states of hydroxyl radical and the hydroxyl, respectively. The
OH*-layer corresponding to thelayer of the Meinel band airgow liesapproximately 5 km higher
than the OH-layer. During the SSW the layers tend to become thinner and the altitudes increase
by about 4-5 km compared to their height before the SSW occurred. Figure 7.6d shows the
influence of the SSW on the chemical heating rate. Evidently, the chemical heatingrateincreases
significantly after thetimeof SSW. Thisbehavior could be expected as atomic oxygen, being the
most important constituent for the chemical heating rate, also strongly increases after the SSW
event.

Figures 7.7a-7.7d show the diurnal variations of ozone and hydroxyl before and during
the time of SSW. The date before the event is January 13th, when the temperature was not yet
decreased, and the date of SSW is January 28th, when the temperature of the mesopause was
minimum. In the time of SSW, the secondary maximum of ozone during the night is essentially
more pronounced in the whole domain (with exception between 80 and 85 km) than before the
event occurred. During the daytime, the behavior isinverse but the durnally mean behavior is
determined by the large nighttime values of ozone with absolute maximum mixing ratios up to
4.8 ppmv at 92 km. The altitude of the secondary ozone maximum is decreased during the SSW
by 4 km. In addition, the tertiary ozone maximum with maximum values of more than 2 ppmv
around 72 kmisclearly devel oped on January 28thwhereasbeforethe SSW thereisnoindication
of enhanced ozone concentration. Likewise, the diurnal variation of hydroxyl changes strongly
inthetime of SSW. Themixing ratiosof OH increase by afactor of 2 and the dtitude of the layer
rises by 4-6 km. The shape of the hydroxyl layer becomes full-blown and thinner whereas the
nighttime increase of OH starts |ater.

At the time of SSWsthe chemical system of the mesopause/uppa mesosphere, whichis
wel | described by the odd oxygen-odd hydrogen chemistry, is driven from equilibrium state by
the drastic changes of temperature and wind regime. This is one of the reasons for the ozone
oscillatory behavior. Another reason is vertical wind oscillation. The vertical wind delivers
atomic oxygen from the low thermosphere into regions where it is converted into ozone by the
reaction K1. At the sametime, the reaction rates for ozone destruction K2-K5 tend to go down
with decreasing temperature. Theincreasing readtion rate K 1 with the decreasing temperatureand
theinverse behavior of K2-K5 in the mesopause region during a SSW both lead to rising ozone
concentration. Secondly, amore significant reason for the ozone increase during a SSW is the
wind structure. Beforea SSW occurs, when the meridional wind strongly blows poleward, odd
oxygen(whereitiscomparably stronger produced by the photodi ssociation of molecul ar oxygen)
istransported from mean | atitude intothe polar night region. In the polar night region, the atomic
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Figure 7.6 a-d. Diurnally averaged hydroperoxy radical (a), the production rate of the excited
states of hydroxyl radical (b), the hydroxyl (c) and chemical heating rate (d) at 67.5° N,
calculated by LIMA.

oxygen accumulates and converts to ozone and is then transported equatorward when the
meridional wind changes its direction. The condgtituents of the odd hydrogen family play a
significant role in the ozone destruction in the mesopause region. They destroy ozone by the
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Diurnal Variation of Ozone [ppmv] at 67.5 N, January 1 Diurnal Variation of Ozone [ppmv] at 67.5 N, January 28
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Figure 7.7a. Diurna variation of ozone at Figure 7.7b. Diurna variation of ozone at
67.5° N before SSW (13 January), calculated 67.5° N in time of SSW (28 January),
by LIMA. calculated by LIMA.

reactions K 3-K5, which are strongest with atomic hydrogen according to the large reaction rate
of 10* cm’/s and the highest amount of the atomic hydrogen compared to the other
odd-hydrogen constituents. The mixing ratios of the ozone and atomic hydrogen are
anticorrelated because of the reaction K3. The main source of the odd hydrogen constituentsin
mesopauseisthe water vapor photodissociation. Water vapor slightly decreasestoward the polar
areabeginning at mean latitudes. The strong downward wind in time of SSW could bethereason
for the odd hydrogencompounds reduction. Asaresultthe odd hydrogen diminution causesless
destruction of the ozone. Thisisathird reason for the ozone increase.

The tertiary 0zone maximum was measured by means of the microwave technique at
ALOMAR and Lindau. The observations were compared with calculations and described by
Hartogh et al., [2004]. The existence of the tertiary ozone maximum during SSW can be
explained by the same arguments asthe secondary ozone maximum: by thetemperature decrease
and dynamical influences. At the altitudes of 68-78 km, within the period of tertiary ozone
maximum, zonal wind becomes closeto zero or changesitsdirection. Thisintensifiesthe effect
of occurrence of a tertiary ozone maximum due to zonal wind effect on the photochemistry
(ZWEPC) [ Sonnemann, 2001; Somemann et al., 2003].

Diurnal Variation of OH [ppbv] at 67.5 N, January 13 Diurnal Variation of OH [ppbv] at 67.5 N, January 28
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Figure 7.7c. Diurnal variation of hydroxyl at Figure 7.7d. Diurnal variation of hydroxyl at
67.5° N before SSW (13 January), calcul ated 67.5° N in time of SSW (28 January),
by LIMA. calculated by LIMA.
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As mentioned above, the net source of hydroxyl radicals in the mesopause/upper
mesosphereisthe photodissociation of water vapor, H,O+hv H+OH. Itismainly formed by the
reaction K3. The hydroperoxy radicals havethe source reaction K4. The main loss terms of the
hydroxyl and hydroperoxy radicals are determined by interaction with atomic oxygen in the
reactions K7 and K8. The reactions with ozone (K4 and K5) play aminor role. One can see by
comparison of Figures 7.6a,c with 7.4a,b that the shape of the upper border of hydroxyl and
hydroperoxy radical layers mirrorstheshape of the lower border of the atomic oxygen maximum
and the secondary ozone maximum. The reactions with atomic oxygen (K7 and K8) are more
significant for odd hydrogen destruction becauseof larger atomic oxygennumber density and the
reactions are about 4 orders in magnitude faster than K4 and K5. The increase of the reaction
rates K7 and K8 with decreasing temperature determines the fact that the hydroxyl and
hydroperoxy radical |ayers become thinner during SSW. The altitudeof thelayersincreases and
the thickness declines during the stratospheric warming dueto interaction with enhanced values
of the atomic oxygen concentration.

One of the damping mechanisms for the disturbed mesopause/mesosphere chemical
systemistheinfluence of chemical heat. Downward windstransport atomic oxygen recombining
in the mesopause region contributing to the chemical heat which negatively feeds back to the
downward wind. On the other hand, the latest measurements of temperature in the mesopause
during SSW from SABER (Sounding of the Atmosphere with Broadband Emission Radiometry
onboard the NASA TIMED satellite) show correlation of temperature gradients in the
stratosphere below 1 hPa(approx. 48 km) and above 0.01 hPa (approx. 80 km) that can be caused
by the 2rong chemical heating [Sikind et al., 2005].

The diurnal variations of the chemical constituents before the SSW and during a SSW
are very different. Similar to ozone, the hydroxyl radicals night/day difference is more
pronounced and values of absolute maximum are larger in time of warming. During SSW the
secondary 0zone maximum appears before sunrise (approx. 5 LT) and after sunset (approx. 19
LT) at the altitude 91-93 km. Comparably to the ozone behavior before the SSW, the absolute
maximum of ozone during SSW is shifted down by four km due to stronger downward wind
during SSW. The hydroxy! radicals maximum is shifted upward by 4 km because of the
interaction with tertiary maximum of the ozone at its upper border.

7.3 Summary and Conclusions

DuringaSSW the mesopause/mesosphere temperature dropsand the zonal wind changes
its direction. The most important finding is an increase of the secondary and tertiary maximum
of ozone due to the temperature decrease and change of the wind structure The oscillations of
the nighttime ozone maxima are caused by the change of the temperature and the dynamic
patterns. The layers o the hydroxyl and hydroperoxy radicals become more narrow and their
altitudesincrease by four kilometers, caused by interaction with all active chemical species, and
the Meinel band airglow layer becomes more intense. The chemical heating rate rises
considerably in the model calcuations. This effect results from downward transport of latent
chemical heat by atomic oxygen from the lower thermosphere. The maximum of the chemical
heating rate ranges some kilometers below of the atomic axygen maximum. The mesopause
chemistry is a so-called odd oxygen-odd hydrogen chemistry, where both chemical families
interact with one another. In this case, the external disturbances have a strong influence on the
mesopause chemical system. During the time of SSW, the changes of the wind and temperature
regime play a role in such disturbances. The increadng mixing ratios of some of the minor

79



constituentsleadstointensification of chemical interactions, resultingin theincrease of chemical
heat induced by the interactions. The chemical heat influences the temperature and the vertical
wind with an oppositesign to theinitial vertical wind and temperatureat the beg nning of SSW.
In this manner, the chemical sygem of mesopause compensates with external forces and tends
to bedamped. The SSW phenomenon shows us an example of such behavior. Thus, LIMA gives
an ability to study small scale effects which occurs during SSW.
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Chapter 8

Other Results

8.1 Chemical Heating Rates
8.1.1 The Problem

The understanding of the energy budget inthe ML T regonisstill very limited. Thereare
several mechanisms by which the middle atmosphereis heated and cooled. Some fraction of the
energy absorbed from the sun or generated by exothermic chamical reactions may be converted
into the kinetic or potential energy of the molecules. The remaining fraction of the energy is
converted into the internal energy of the molecules (exciting vibrational and rotational states).
Two paths exist by which the energy is conveted into heat. The excited molecules may be
quenched by collisons or they may react chemica ly with other molecules. In this process the
internal energy is ultimately converted to heat. The excited molecule can also lost its internal
energy by spontaneous emission of radiation.

Theimportance of exothermic chemical reactionsin heating the middle atmosphere has
been noted by many researchers. A one-dimensional model considering the heat deposition of
exotermic reactions in the mesopause region was developed by Crutzen [1971]. Further studies
of chemical heating are from Brasseur and Offermann[1986], Mlynczak and Solomon [19914],
Mlynczak and Solomon[1991b], Mlynczak and Solomon [1993], and Meriwether and Mlynczak
[1995]. The models used for the calculations of the heating rates in the papers of Garcia and
Solomon [1983], Garcia and Solomon [1985], Mlynczak and Solomon [1993] are
two-dimensional. The diurnal variations of the mixing ratios of the condituents that contribute
to the chemical heating implicateadiurnal variation of theheating rate itself. Ozone espedally
has a strong diurnal variation at mesopause heights. Three-dimensional modeling is therefore
desirableto get resultsincluding the diurnal variations. Thefirst three-dimensional calculation
of chemical heating rates was published by Sonnemann & al. [1997].

Themost important quantity controlling the chemical heating rateisthe concentration of
atomic oxygen. The atomic oxygen concentration of the mesopause region is mainly influenced
by O-fluxes from the thermosphere. The O-flux is completely controlled by vertical wind and
eddy diffusion. Considering the model, due to the fast molecula diffusion, the thermospheric
O-concentration will chiefly be determined by thearbitrarily fixed upper boundary values. The
most important contributionsto the chemical heating ratesarelistedin Tablel of Chapter 7. Due
to the quadrati c dependence on O, the reaction N6 strongly influences the chemical heating rate.
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The second most important reaction in the mesopause region is the reaction N3. The reactions
N2, 7-9 have only minor importance for the chemical heatingrate.

The rate of conversion of chemical potential energy into other forms in a bimolecular
reaction is given by

0 (8.2)
— =k [R ][R ]AE,

=

F

where k. is the reaction rate, R, and R, are the reactant number densities, and E is the
exothermicity of the reaction. The heating rae that would occur if the total exothermicity of
reaction was converted into heat can be calculated from thermodynamical principles

T 2k [RR1AE (82
a 7 kM
wherek, isBoltzmann's constant and M isthe total number density at agiven altitude. Thefactor

2/7 arises from the relation between the specific heat capacity at constant pressure and the gas
constant. For termolecular reactions, the heating rate is given by

T 2k, [RIR,)AE (8:3)

ct 7 k,

The chemical heating rate for the reaction N3 is reduced by Meinel band emission with 60%
efficiency [Mlynczak and Solomon, 1993]. Some results of calculation arediscussed below.

8.2 Results

Figures 8.1-8.3 depict the diurnally averaged chemical heating rates for springequinox.
Figure 8.1 represents the total rate and illustrates that the maxima of the total chemical heating
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Figure8.1. Diurnally averagedtotal chemical Figure 8.2. Diurnally averaged chemical
heating rate[K/day] for north spring equinox. heating rate [K/day] form reaction N6 for
north spring equinox.
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rate lies close to the maximums of chemical heating rate due to atomic oxygen (Figure 8.2).
Figures8.2 and 8.3 correspond to the two most important reactions N6 and N3, respectively. The
global absolute maximum is located near the equator. There is aregion of strongly enhanced
chemical heat at high latitudes in the spring hemisphere, due to reactions N3 and N6. The
behavior of the chemical heating rate changes at solstice. Figure 8.4 shows diurnally averaged
total chemical heating ratesfor summer solstice. Because of thelong winter nights characterized
by considerably enhanced ozone concentration, thediurnally averaged chemical heating raterises
for the reactions which contain ozone (N2-N5). Consequently, the winter val ues exceed those of
the summer ones. There are descending winds in winter transporting atomic oxygen from the
thermosphere into the mesopause region. Conversely, there are ascending winds in summer,
which counteract such atransport of chemical energy. Ultimately, because of the global upper
thermospheric meridional winds, the thermospheric atomic oxygen concentration is higher in
winter than in summer. In general, the maximum of the total chemical heating rate varies from
afew K/day up tomorethan 40 K/day locally inregionsof strong downwardtransport of atomic
oxygen. Resultspublished by different groups show heating rates of thesame order of magnitude
as presented in this work [Brasseur and Offermann, 1986; Mlynczak and Solomon, 1991a;
MIlynczak and Solomon, 1993; Ries et al., 1994]. The highest amounts of the chemical heating
rate appear around 90 km. Chemical heating is an essentia energy input into the 80-100 km
region and is comparabl e to the other diabatic sources as, for example, breakinggravity waves.
With regards to numerical modeling, interactive treatment of dynamics and chemistry will be
necessary for more reliable representation of this process

8.2 Computation of OH* and OH.
8.2.1 Introduction

The airglow measurements in the Meinel bands are widely used to obtain information
about the temperature in the mesopause region and mesosphere [von Zahn et al., 1987,
Offermann and Gerndt, 1990; She and L owe, 1998] and the behavior of gravity waves[Tarasick

and Shepherd, 1992; Makhlouf et al., 1995]. The observation of hydroxyl can be applied for
studying its long-term behavior. Measurements of the OH concentration can be used to derive
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atomic oxygen concentration [ Thomas, 1990; McDade and Llewellyn, 1987; Takahashi et al.,
1996]. Near the mesopause, the concentration of ozone at night is determined by the balance
between production by the reaction of atomic with molecular oxygen N1 and |osses by reactions
with atomic hydrogen N3:

Llo]e]M]
Ll = 849
[ 3] -'?{3[ H]
The production rae for excited hydroxyl is:
Py = k;[H] O] (85)

Substituting (8.4) into (8.5) , itisclear that the production rate of excited hydroxy! isproportional
to the atomic oxygen concentration.

Fog = A [O[C, [ M] (8.6)

Russell and Lowe [2003] and Russell et al. [2005] used this relationship to derive a seasonal,
global climatology of atomic oxygen from observations made by WINDII ( Wind Imaging
Interferometer ) onboard UARS (Upper Atmosphere Research Satellite).

Asthe principal source of odd hydrogens (H, OH, HO, and H,0,) in the mesosphere and
mesopause region is considered to be water vapor, the measurements and calculations of
hydroxyl give usindirect information about water vapor. During the daytime we can derive an
expression for water vapor as a function of hydroxyl, because odd oxygen (O and O, ) and odd
hydrogenarein aflowing photochemicd equilibrium during the daytime. Such expressionwould
not be useful, because airglow measurements are possi ble only duringthe night, but odd oxygen
and odd hydrogen arenot in photochemical equilibrium during thenight, asfor bothconstituents
thelossfar exceedsthe production. Thus, analytic expressionfor nighttime dependence of water
vapor on hydroxyl cannot be derived. Nevertheless, retrieving the water vapor by airglow
measurementsin region 78-87 km is possible if assimilate this date in asemiempirical model,
and for this case we need correct model of relaxation of excited hydroxyl for solution of the
inverse problem.

Moreover, hydroxyl is a chemically active constituent that plays a significant role in
chemical processes bothwithin the mesosphere/mesopause region and in the autocatalitic water
vapor formation [ Sonnemann et al., 2005].

The main production of OH* is given by the reaction H+O, OH*+O, in which
vibrationally excited hydroxyl is produced and then relaxed by collisions and spontaneous
emission forming OH. The principle loss of OH results from the reaction OH+O H+O, . The
primary net source of the hydrogen radicals isthe photolysis of water vapor as was mentioned
above. Increasing water vapor concentrations entail an increase of hydrogen radicals in the
MLT-region. However, thisincrease will be modulated by the change of odd oxygen. According
to both mentioned reactions, the hydrogen radicals destroy the odd oxygen family. As both the
production and the loss term are reduced by decreasing odd oxygen concentration, the OH
concentration isnot strongly affected by thedecline of the odd oxygen concentration. Thisisnot
true in the same way for excited OH*, which is formed by the reaction of ozone with atomic
hydrogen. As mentioned above the principleloss of OH* is quenching by collisions with air
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molecules. Increasing H concentrations reduce O, so that both effeds have the tendency to
compensate changing humidity. OH* is responsible for the airglow amission in the infrared
Meinel bands. Hydroxyl peroxide (HO,) is closely coupled with the OH concentration. Its
concentrationissmaller thanthat of OH and itischemically lessimportant compared to OH. The
main reaction of HO, production is given by OH+O, HO,+O,, which is characterized by a
relatively low reaction rate, whereas the principle loss HO,+O OH+0O, is very effective. The
smaller efficiency of production rate and higher efficiency of lossrate of HO, are the reasonsfor
smaller values of HO, compared with those of OH.

8.2.2 Calculation of the Concentrations of OH* in the Different Excited States

In order to derive the expression for the calculation of excited hydroxyl & each
vibrational level we assume that hydroxyl isin photochemical equilibrium at each vibrational
level. Thus, we can calculate it astheratio of production term to thelossterm. In the production
and loss terms we summarize contributions from the chemical reactions, contribution due to
deactivation by quenching and due to spontaneousemission. The following expression includes
all the processes that were taken into account in the model of relaxation:

[oH. ]=

k;(V}[D;][H]"' ke(":'[HD: ][D]"' £ [DH.-H][D]+ g+ 1}[DH-.-|-1][NJ ] i O, [DH-.-'][D: ]+ i A, [DH]
_ o '] @37

ke [0+ O]+ g, + f o..0]+ f A

u' el el

where k; are the reaction rates, v is the vibrational number, p, g, Q are the quenching rates for
guenching by atomic oxygen, molecular nitrogen and molecul ar oxygen, respectively, and A are
the Einstein-coefficients for spontaneous emission. The numerator shows the productionterms
for each vibrational number v and the denominator containsthe lossterms. Thefirst termin the
numerator describes the main source of vibrationally exited hydroxyl, which is the reaction of
atomic hydrogen with ozone. The dependence of the reaction rate on vibrational number
Ks(V)=T1, k; , wheref, is the nascent distribution. The nascent distribution published by Charters
et a. [1971] has been extrapolated to lower vibrationa numbers employing the information
theory [Steinfeld et al., 1987] and then renormalized to the Einstein coefficients[Nelson et &l .,
1990]. This distribution populates the five highest vibrational levels, from level v=5 (1%) to
level v=9 (47%). The second term in the numerator is the secondary source of vibrationally
excited hydroxyl. The dependence of the reaction rate on the vibrational number is gven by
ks(V)=e, ks, Where g, - is the nascent distribution [Makhlouf et. al., 1995]. The three lowest
vibrational levels (40%) and the not exited level (60%) are populated by thisdistribution [Kaye,
1988] . Thefirst term in the denominator of expression the describes the chemical loss of OH,
by reactions with atomic oxygen. The reaction rates k,(v) depend on the vibrational number
[Takahashi et. al., 1981]. The third term in the numerator and the second in the denominator
describe the process of quenching by atomic oxygen. Unfortunately thereisalack of knowledge
about the quenching rates for these reactions and their dependence on the vibrational number,
thusthey aretaken asconstant [ Adler-Golden, 1997]. The second quencher ismolecular nitrogen.
For this quencher a "cascade" scheme (single-quantum relaxation) was applied [McDade and
Llewellyn, 1987]. Inthiscase, for al vibrational levels, excited molecul es passto the next lower
vibrational level (OH,+M OH, ,+M). Thequenchingratesq(Vv) depend onthevibrational number
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as described in [Makhlouf et.d., 1995].

As was pointed out by many researchers the most efficient quencher for OH* is
molecular oxygen [McDade and Llewelyn, 1987; Makhlouf et.al., 1995; Adler-Golden, 1997].
Thefifth termin the numerator and the third one in the denominator of formulaabove show that
in the model the transitionsfrom all highest vibrational levelsto all lowes ones were taken into
account. In order to derive quenching rates for all transitions asemiempirical parameterization
[Adler-Golden, 1997] was used:

o =C-RY, (88)

where C isan empirical constant, P, is the probability factor of transition v v’ which depends
onthevibration number. Thepower visthedifferencebetween vibrational numbersfor agiven
transitionv V', inother words v=V'-v.

For the spontaneous emission in the present work , al transitions from higher vaues to
lower values of the vibrational number were taken into account [ Turnbull and Lowe, 1998].

8.2.3 Resaults

Figures8.5-8.6 show latitude-height sections of the diurndly averaged hydroxyl mixing
ratio for the north summer and north winter solstice, respectively. Thedecrease of the hydroxyl
layer altitude from 80-90 km near the summe pole to 70-80 km near the winter pole is
determined by the corresponding gradient of thewater vapor concentration. Thus for retrieving
the temperature from airglow measurements the seasonal variation of altitudes of the OH layer
must be taken into account.
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Figure 8.5 Diurnally averaged OH mixing Figure 8.6. Diurnally averaged OH mixing
ratio [ppbv] at 21.06.1998 calculated by ratio [ppbv] a 31.12.1998 calculated by
LIMA. LIMA.

Figures8.7-8.9 display theannual behavior of diurnally averaged hydroxyl mixing ratios
for equatorial (2.5° N), middle (47.5° N) and high (67.5° N) latitudes, respectively. Near the
equator, an annual variationisalmost absent. Thecal culationsfor high and middlelatitudesshow
annual variations of the height of the OH layer and a semiannual variation of the OH number
densty. The annual variation of the height of the hydroxyl layer for high and middle latitudesis
determined by the annual variation of water vapor. The summer maximum of the hydroxyl
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Figure 8.7. Diurnally averaged OH Figure 8.8. Diurnally averaged OH
concentration[1/ccm] at 2.5° N calculated by concentration [1/ccm] at 42.5° N cdculated
LIMA. by LIMA.

number density isgoverned by increasing water vapor concentration at high and middlelatitudes
in the summer season. The winter maximum is caused by theincreasing ozone concentrationin
the mesopause region during winter.

Figure8.10 exhibits acomparison between the height and the ground state concentration
of hydroxyl (shaded area) with those ones of the excited hydroxyl of vibrational number 9 (black
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Figure 8.9. Diurnally averaged OH Figure 8.10. Diurnally averaged OH and
concentration [1/ccm] at 67.5° N cdculated OH*(v=9) concentrations [1l/ccm] for
by LIMA. 22.03.1998 calculated by LIMA.

lines) at spring equinax. The maximum of the excited hydroxyl is placed approximately 6 km
higher than the maximum of the ground state hydroxyl and its concentration is clearly smaller.

Thebehavior of thevibrationally excited hydroxyl isillustrated by Figures8.11and 8.12.
They depict globally and diurnally averaged excited states of hydroxyl at 67.5° N for different
vibrational numbers at spring equinox. These figures demonstrate that with the decrease of the
vibrational number, the altitude of the corresponding layer decreases. However, their
concentration values rise under these conditions. These results are in good agreement with
available measurements from a rocket experiment [Backer and Stair, 1988].
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Glabally Averoged OH(v=1-9) for 22.03.1998
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Figure8.11. Globally averaged excited states
of hydroxyl for different vibrational numbers
for 22.03.1998 calculated by LIMA.

Figure8.12. Diurnally averaged excited states
of hydroxyl for different vibrational numbers
for 22.03.1998 at 67.5° N calculated by
LIMA.

8.3 Summary and Conclusions

In this chapter the submodels for calculations of chemical heating rates and for
calculations of relaxation of excited hydroxyl were introduced and discussed.

The development of interactive coupled models of the dynamics and chemistry requires
the calculation of chemical heating rates. The transport of latent chemica energy from the
thermosphere into the mesopause region plays an important role for the heat balance in the
regione 80-100 km. The extrame values of totd chemical heat reach more than 40 K/day and
occurs at high latitudes during the winter under condition of downward transport of atomic
oxygen. The chemical heating rate has a significant annual and latitudinal variation.

Animproved kinetic model for the Meinel bands of OH* airglow has been constructed.
The general features of the OH and OH* distribution were investigated by means of this model
applyingwiththe GCM LIMA. Themost marked featureisasemiannual variationinmiddleand
high latitudes with maxima around the solstices. The variation is controlled by the annual
behavior of ozone and water vapor. A semiannual variation was also found by Offerman et al.
[2000]. The OH* maximum is placed about 5 km higher than the OH layer. The haght of OH*
maximum at high and mean | atitudes changes with season from 87 km during summer to 75 km
duringwinter. Thisfad isimportant for temperature observationsby airglow measurements. The
altitudes of layersdecrease with increase of the vibrational number approximately by 0.5 km per
vibrational number. The concentration rises with increasing vibrational number. The model of
relaxation can be applied for different purposes, for example for retrieving of atitude for
temperature measurementsby airglow emission, but additional experimental investigationsand
modeling are necessary to quantitatively test thismodel andimprove our understanding of OH*
behavior in the atmosphere.
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Chapter 9

Summary and Outlook

9.1 TheMost Important Results

During the last years, some improvements were implemented into the CTM. Firgt, the
Walcek scheme was applied to the advective transport scheme. Second, the Lyman-alpha
radiation was parameterized according with solar activity usingthe sunspot number as aproxy.
The chemical scheme was extended with regard to the CO-CO, chemistry and to the plasma
constituents. CH, , CO, and NO, trends were parameterized for long-term cal cul ati ons. Find ly,
the dynamical output of LIMA has been applied to the CTM. A large number of model
experiments were carried out in order to investigate topical geophysical problems. These
computer experiments also represent the focal point of thiswork.

Below is alist of the most important results published in peer-reviewed international
journals.
1.Theinfluence of the zonal wind on the photochemistry of the mesosphere-lower termosphere
(MLT) region was investigated. This impact is called the photochemical Doppler effect and
turned out to be a very robust effect playing a rather important role in the Earth and Martian
middle atmosphere. These results aided in understanding the ozone behavior in its so-called
tertiary maximum, also termed middle mesospheric maximum of ozone (MMM), and the
variations during SSWs and planetary wave activity.
2.The sol a influence on the photochemistry of the ML T-region due to the 11-year solar cycle
wasstudied, particularly at high latitudes. Animportant result wasthat the varying L yman-al pha
radiation does not essentially impact the water vapor concentrationat high | atitudes bel ow about
70 km during the summer season. Above 70 km the Lyman-al pha radiation has a significant
influence on the water vapor mixing ratio with maximum impact onitsvaluesat high latitudes
during summer. The explanation is given by the strong upward wind in summer that conveys
humid air into the domain of stronger photolysis of water vapor.
3.Thetertiary ozone maximum placed at high-latitude in the middle mesosphere, and spreading
into themiddlelatitudeswith decreasingamplitude, was correctly cal culated and itsfeaturesand
annual time behavior was examined. The calculations showed that at high latitudes an annual
double peak occurs. Thereason for thisphenomenon was analysed and it was found that, on the
one hand, the differently strong decrease of the dissociation rates for ozone, molecular oxygen
and water vapor with increasing solar zenith angle cause this effect. On the other hand, westward
zonal wind direction typical for winter enhances the nighttime ozone of the middle mesosphere
in the domain of the mesospheric wind je. Additionally, one has to consider that the annual
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variation of water vapor with lowest valuesinwinter amplifying the wintry ozone enhancement
and the annual temperature variation reduce this effect.

4.Theinfluence of anthropogenicmethaneand carbon dioxideincrease on thelong-term behavior
of minor constituentsin the MLT region was studied. It was found that the water vapor mixing
ratio rosein the middle amosphere by 30%-60% with amaximum in the mesopauseregion since
the preindustrial time (due to methane oxidation) but that the ozone concentration decreased
simultaneously in the extended mesopause region.

5.The enhanced water vapor mixing ratios in the upper mesosphere at high latitude during the
summer was studied and explained by the autocatalytic water vapor production from the
H,-reservoir below 65 km. Dueto the very long effective lifetime of water vapor in the domain
between 65 and 75 km, the water vapor is lifted upward by the vertical wind without a strong
decrease during this transport.

6.Two-day oscillations and the non-linear behavior of ozone in the mesopause region were
investigated. It was shown that the occurrence of a period-2 oscillation depends essentially on
the vertical wind velocity and the season. During winter the effect is absent. Subharmonicsalso
entails a subharmonic oscillation of the chemical heating rates.

7.The influence of sudden stratospheric warming (SSW) phenomena on the MLT region was
studied. During SSWs, drastic changes of the composition occur. The causes are changes in
temperature and advective transport. However, an accurate description of the variation of the
minor constituents during the SSW requires the employment of an interactive coupling of
dynamicsand chemistry in themodel. Thisis because the composition change feedsessentially
back to the dynamics.

9.2 Open Questions and Future Improvements of the CTM

There are till different possibilities and ways to improve the model and to continue the model

experiments. Some of these improvements have been listed below:

1. The LIMA triangular (sSimplex) net adaptation to the transpart scheme of the CTM.

The interpolation from one net to another one takes too much computer time. However, the
triangular net adaptation is necessary for future coupling.

2. Assimilation of ECMWF ozone datainto the CTM.

Thisis necessary for the implementation of a more sophisticated self-consistent stratospheric
chemistry inthe model.

3. Provide full coupling of dynamicsand chemigry.

An important task for the future work consistsin the interactive coupling of the CTM with the
dynamic model part of LIMA. The chemistry feeds essentially back to the dynamics. For
example, ozoneisthe most important absorber of solar UV radiation, and carbon dioxide, water
vapor, ozone etc. are infrared active constituents determining the cooling of the middle
atmosphere. Thechemical heating rateisrather important within the extended mesopauseregion.
The collision of atomic oxygen with carbon dioxide transfers heat to vibrational states of carbon
dioxide, thus cooling the atmosphere and so on. The changed temperature fields entail altered
wind fields that influence the trangport of these gases.

4. The implementation of a parameterization for the meridional diffusion in the model. Such
improvement will make the model more precise, especially for the high latitudes near the poles.
5. Theimplementation of seasonally dependent eddy diffusion coefficientsinto themodel. This
would particularly improve the modeling in the extended mesopause region.

6. The plasmacodeisnot applicableto high geomagnetic | atitudes. It describes only undisturbed

90



mean and low latitudes. Particle precipitation and cosmic rays have to be considered. The NG,
chemistry has to be improved, and particularly the thermospheric sources depending on
geomagnetic latitudes have to be modeled thoroughly. The water cluster chemistry is only

parameterized and has to be essentially improved also including negative ions and processes
important in the PM SE region.
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Appendix A

History

The development of the current model has a long history. As early as 1983, Rose
developed the first version of a primitive equation 3D-model. This model was the basis of all
succeeding model versions, which have been abbreviated with COMMA standing for Cologne
Model of the Middle Atmosphere. This successful dynamic model was used for quitesometime
to investigate phenomenasuch asthe propagation of gravitywavesand their energetic impact on
the middle atmosphere[Jakobs, 1986; Jakobs and Hass, 1987; Jakobset al ., 1986], thermictides
[Berger, 1994], stratospheric wamings [Rose, 1983, quasi-biennial oscillations [Dameris and
Ebel, 1990], impacts of the increasing CO, concentration on the thermic regme of the middle
atmosphere [Berger and Dameris, 1993; Berger et a., 1994], and the ozone hole phenomenon
[Damerise a., 1991].

Themechanistic grid point model COMMA was apure dynamical model calculating the
global wind, temperature and pressurefields. In theearly 1990s, thismodel was coupled with a
chemical transport model (CTM) developed by Sonnemann and Kremp at the Institute of
AtmosphericPhysicsin Khlungsborn. The CTM consisted of chemical, radiation and transport
codes used in the dynamical fields for the calculationsof the chemical fields. By means of this
model some special problems were investigated such as the distribution of NO, the calculation
of the chemical heaing rate, the plasmavariation of the D- and E-layer, the mesospheric ozone
distribution, and the comparison of calculated and measured mesospheric wind fields
[Sonnemann et al. 1995, 1996, 1998a/b; Krempet al. 1999]. Theimprovement of the dynamical
model by a clever gravity wave parameterization resulted in the correct calculation of redl
temperaturesand of thetwo distinctivelevel structuresof the mesopause by Berger and von Zahn
[1999]. The early versions of the COMMA model, now caled COMMA-IAP, run on a
workstation. The availability of afast NEC parallel computer calls for a reconstruction of the
entirecomputer program. U. Korner pardlelized the computer program and madeit faster by two
orders of magnitude [Komer, 2002]. Subsequently, it was possibleto calculate long-term runs
and to treat the mesospheric water vapor problem based on this model version [Kdrner and
Sonnemann, 2001]. In 2002 the so-called total hydrogen mixing ratio anomaly (THY MRA) was
detected using thismodel [ Sonnemann and Korner, 2002]. THY MRA is a decrease of the total
hydrogen mixing ratio with a minimum somewhat above the turbopause when taking into
account the hydrogen escapeflux. The calculated water vapor mixing ratios reflected the main
patterns of the measured annual variation but resulted in valuestoo low in the upper mesosphere
and mesopause regon. The explanation consisted in the use of arelatively diffusive transport
scheme introduced by Smolarkievicz [1983].
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The COMMA-IAP represents a model calculating climatological means. It cannot
consider the excitation of planetary waves and consequently it cannot model such events as
sudden stratospheric warmings. In the meantime, a new real date dynamical model version has
been developed by U. Berger using a so-called simplex or three-ang e horizontal grid (reduced
Gaussian grid). The model assimilates real-date ECMWF data (European Centre for
Medium-Range Wesather Forecasts) for horizontal wind components, pressure and temperature
up to 35 km. It was called the L eibniz-Institute Middle Atmosphere (LIMA) model. The use of
the new dynamical fields in the CTM permitted us to calculate real date fields of the chemical
minor constituents and to compare them with real date measurements.

The main interest of the scientific community in modeling the dynamics and chemistry
of themiddleatmosphereisfocused on the stratospheric ozonelayer and related problems. There
are several research groups working on this field in Germany (Hamburg, Belin, Mainz,
Karlsruhe and M iinchen). The mesosphereis often included as an upper model domain and the
intricate mesopause regon is excluded or it is simplified and neglectsto treat variables such as
the important molecular diffusion. There are many excellent scientific pape's and books about
the middle atmosphere, but only one reference is gven here with 31 pages of references to
publications mainly concerning middleatmospheric research [Brasseur etal., 1999].

Currently, there are different two-dimensional modelsincluding the mesospheric height
range. Examples of these are from Brasseur et a. [1990], Yang et al. [1991], Jackman et
al.[1991], Garciaet a. [1992], Ko et d. [1993] and Summers et a. [1997]. Two-dimensional
models, however, if usingthe diurnal average of the dissociation rates, ae not able to calculate
the distribution of constituents with lifetimes compareble to one day. A main drawbadk results
from the fact that tidd waves cannot be considered in two-dimensional modds. As the results
from these models show, the models are apparently very diffusive and do not display marked
latitudinal variations below aglobal scale.

Therewere also somethree-dimensional (3D) model s devd oped comprisingthe domain
of the mesosphere and lower thermosphere. The model of Arnold and Robinson [1998] has a
height range extending from 10 to 140 km. Brasseur and de Baets [1986], and Richmond et al.
[1992] used 3D-models. The TIME-GCM (Thermosphere-lonosphere-Mesosphere-
Exosphere-General Circulation Model ) of Roble and Ridley [1994] and Liu and Roble [2002]
comprises a height range from 30 to 800 km. It also considers plasmacomponents and plasma
transport. The drawback of such models comprising an extended height range considsin their
relatively coarse height resolutions. Different versions based on the Rose model have been used
[e.g. Brasseur etal., 2000; Marsh et d., 2001].

In Germany, the use of 3D-modds differs as variants of the Hamburg climate model
(ECHAM) ends at the stratopause. The Mainz version ECHAM4-MA has been extended up to
0.01 hP, correspondingto approximately 80 km. In addition, the COMMA model wasdistributed
in Germany and currently some versionsare used in Leipzig [Frohlich et al., 2003] and Lindau.
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Appendix B

Derivation of the Equation for Calculation of Eddy
Diffusion

For diffusive equilibrium the flux induced by eddy diffusion for the number density of

theairis
(B.1)
D, = —K[%+ H[L+ EIHTD =0
&= H =

With anonzero eddy diffusion coefficient, the underbraced termin B.1 hasto be zero. Thisisan
equivalent formuation to the use of log-pressure coordinates as used in COMMA-IAP.

p=pe ™, H=const,zy = 0. (8.2)
With theideal gaslaw, we get the height- and temperature-dependent number density of the air
p pe ¥ (B.3)
p=nkT = n=21_==21 :
kT kT
Differentiation of the number density yidds
1 chn 1 N 1 Ty _ Alan B ‘1 AnT) (B.4)
Mg H T &) oz W H e .

Equation B.1 can be transformed into the changeof the number density per unit time by the use

of Fick'slaw.
(B.5)
2 L= 2| 2 L T
&t Pz 7z 7z H Fz

The righthand sum of B.5 is equivdent to the zero vdue for the underbraced term in
equation B.1. Taking into account aconstant scale height and theideal gaslav meaning the same
as the assumption of a zero flux for the number density of the air by eddy diffusion.

The equation for the calculation of the eddy diffusion of the i'th constituent in terms of

mixing ratio f, can be derived.
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H, Hc?__ﬂ IZs (B.6)

FI. = 1 = — ! = + -
= z & ha
B.7)
M. An T (
EI:'IH——K(—’+H!{£+ 2 B
ZE

(B.9)

(B.9)
. Iz N af bt 1 HAnT
rx—+fz-———{K[F’I—+ﬂ—+ﬂﬁ(_ﬁ+ ;.' ]JJ

&t & &k
(B.10)
2o 2212 ﬂ_i[g[%+ﬂ[i+ﬂﬂ’f]]]
X &8 &z & & i H &

The terms underbraced with A are equivalent to the diffusion of the air multiplied with
the mixing ratio of thei'th constituent, and they equalize each other because the air is assumed
to bein diffusive equilibrium. The third underbraced term isequal to zero accordingto B.1. The

remaining terms are
_ , . . (B.11)
né‘“ﬁ ::rzr:::;fz r:?K+Kﬁfyf’ @+Krzé§f’,
s & =z &z Fz &t
_ _ _ (B.12)
%y 20, H(0E, p107)
c* 7 =\ & n oz

Withequation B.1, theresulting equation, whichisused to cal cul ate the effect of the eddy

Aln T| ‘ | (B.13)

oz,

diffusion, is

= -2 = - {
(f‘=K("§+(j:‘( —K|—+
of oz ko W H
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Appendix C

Derivation of the Equation for Calculation of Molecular
Diffusion

The derivative in z direction of the diffusion coefficient can be expressed in terms of
z -derivative of the temperature to reduce the terms of the molecular diffusion.

A0 A AINT (C.1)
LI ﬁiﬂi—

oa &z

Themolecular diffusionwill betransformed anal ogicaly to thederrivation of theeddy diffusion.

n, 1 ST 1 (m, AnT (C2)
Dy, =-0| —=+m| =+ +1,| —|—-1]|+a;
fird H frrd Hwm 7
B =0, +,, (C3)
C.4)
2, [1 r:?lnTB (
D, =D —+n|—+
2 ‘[az "H T
L[ m Fln T (C.5)
on-on{3(2-) 225

The flux component @, , has the same mathematical structure as the flux resulting from the
eddy diffusion.

&, & (C.6)
= :—EMI)DJ{-@Dil

2f, Ff. 3 (8D, 1 3Ty 12 (€7

_:D!_ =+ —D! _ —__|EIJD;.|

A Pz Pz \ Pz H & noz
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Some precal culations are needed to get the z -derivative of the flux term

1| m
F(Ty=—| —
(1) H(m.

1

J AnT (C.8)
—1|+e, )

W W W (C.9)
_EEMDD;I_EEIDH’F(nI__EIDHﬂE(ﬂI

H[“?f ) F(T)+f.—|DnF(T)]

_%I | l—| |
= L DR+ fi = DAR D)

&1 [1(}:&] J c?lnl] 12 -
=—=LD|l—=|—-1|+ —— | DE(T)
Pz \H T4 Ty +f’ﬂ&|”( ’

e

P AD. . BF(T) (C.10)
— (DT = F, Ly D
5 DR D)= KD —+ D —
. AnT . F{&nT
= FANR - _
ﬁ 1 !(T} i?,_,? !{1.! &[ & ]J
2(ohr) 127 (121) “
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(C.12)
Ry 37, AnT (5111’_?’]
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¥ &=
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Aln T 1) (C.14)

2))

oz

D|11 +h)—

The equation C.14 will be inserted into equation C.6. Theterms are addedto get a
suitable structure.

o _ P (C.15)
&
+é‘_ﬂ( [ ﬁlé‘luT 1J_Q_(l+alllf’}+gﬁ_{ﬂ}
P H H 2
AT Z(ZnT
+Jﬁﬂlz{/gz > E{ﬂJrﬂfz-E( > B

(C.16)

3f, ZJ, B, [E J
3 = ga Dt DA + F(T)

+ﬁ-£1-[  FInT Do E[EIHTD
2z A\ Bz

All termsof theequaionsB.13 and C.16are added. They can be solved with theimplicit
Thomas algorithm as described in Morton and Mayers [1994]. The structure of equation C.17
allowsvery fast cal culation of the diffusion termsand amaximum of precal culation for theterms
of the innermost loop, and therefore afast computer code with a high degree of vectorization.

%_ﬁ,g+ﬂ | (C.17)
a & "
ok [i ﬁmT] [ AnT H
"2 [az " G A0
FlnT Z1&InT
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Appendix D

Description of Walcek Scheme

The following derrivation of the so-called Walcek scheme is based on works by Walcek and
Aleksis [1998] and Walcek [2000]. Equation (2.13) can be expressed in terms of the tracer
mixing ratio Q

5(0Q) _ BupQ) (D.1)
&t Sx

where g isthefluid density. Equation (D.1) isnumerically approximated by using a forward

time difference and evaluating the space derivativeat timet. The mixing ratios at time t + /it
can beinitially estimated using

Q:r D,j_l _ (m{'fagf )z‘+1;‘2 n (Mon );‘-1{3 :| (DZ)

Mo, Fi ol

s _
0 5

Here, Qf isthe average mixing ratio within the fluid flowing acrosseach cell edge during time

step At . D, and 1), areeither the dmensionally dependent fluid densities at the beginning

and end of the time step, or the dimensional step in a multidimensional calculation performed
one dimension at atime. The subscript i+1/2 refers to the "higher-i" face of each cell (the edge
of cell i nearest to i+l cell), and i-1/2 refers to the "lower-i" side of the cell. Two or
three-dimensional advection calculations are performed by applying this one dimensional
algorithm sequentialy over each dimension. However, as described below, the fluid densities

D, must be sequentially changed for the second and third dimensions even inincompressible
fluids, whilethe g termsused to calculatefluxes are held fixed at theinitial flud density forall

dimensions.
Fluxes are evaluated using the 2nd-order accurae [van Leer, 1977] approach, which
assumes a linear distribution of tracer within each grid cdl, and the gradient within the cell

equaling &2/ &x = (2 — C,)/ 2Ax, . The average mixing ratio . in the fluid
transported out of each cell during At | is

99



(] (Qa-gall-e) (D.3)
1- Qf -|'='+1x2 =Gt % . Uy 20

( -y fl-e) )
(Gr) =G+ % &, Uy <0

(D.4)

where c is the local "upwind" Courant-Friedrich-Lewy number [Courant et al., 1928]
(&=t / Ax 2y, 20 and o= |u.1._m |ﬁi [ Ax ity <0). e isspecified using
equation (D.13). Dimensionally dependent densities ( 2, in equation D.2) are specified as
Ly =p, (D.5)
8= LDy = [{mt) - {"(M}z'—lﬂ]ﬁf fAx,
Dy=1 - _{;W sz — (0 }z'—m]i“f TAy,
D= D, - [(ow),,, —(ow), |08 7 Az, .

where g, is the initia fluid density, and g4, is the density of fluid advected across the

specified cell interface. Cross-flowing densities g4, can be defined using an upstream
approach or other approximations but must beidentical to the densitiesused in defining thetracer
fluxes in equation (D.2). g termsin (D.2) and (D.5) are the same for each dimension of a
multidimensional calculation, while D, terms change with each dimension. For
three-dimensional cases, mixing ratios first update doing x direction advection using ::
velocities. These updated mixing ratios arethen advected inthe 3 direction using v velocities,
followed by z dimension advection using w velocities. During x advection [, and [ are
usedin(D.2) for D, and D, .During y advectionwithvelocitiesv, [ and D, areused,
and during z , advection 2, and D areusedin(D.2). Using this operator splitting approach

for multidimensional advection, fluid density canartificially change when performing advection
in one dimension, even in nondivergent flows, but any artificial density perturbations are
intermediate and are naturally compensated during subsequent dimension calculations.

A monotonic advection algorithm will never generate mixing ratios higher than the
highest mixing ratio initially present in the mixing ratio field, nor will a mixing ratio ever
become lower than the lowest initial mixing ratio. Here, monotonic constraints are employed
locally based on obvious physical limitations. If the Courant-Friedrich-Lewy number isi<1 at
timet + At | itisphysicaly impossiblefor updated mixing ratios to be greater than the highest
mixing ratio of the upwind cell or theinitial mixing ratio of the cell. Likewise, updated mixing
ratios cannot be lower than the lowest initial mixingratio in the cell. Monotonicity isguaranteed

through two steps. First, Qf in(D.3) and (D.4) isconstrained to fall in the range of the mixing
ratios on either side of the interface where fluxes are evaluated:

nunf L0 ) < O P max(L O ) gy, 20, (D-6)
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ol O, O < s |y = max| OOty <0 (D.7)
Second, outflowing fluxes are adjusted so that updated mixing ratiosnever exceed or fall

below the physically constrained highest ("2 and lowest (¥** mixing ratiosallowed. These
upper and lower limits are given by

Ot =min(Q,.0,) O =max(0.0,) wu,z0. O3

O =min(0,.0,y) O =max(0,.0y) thyp <0 O

Ininflow-only cellswhere i, ;, = (0 and 2¢,,,,, < 0 ,themixingratiolimitsarethe maximum

or minimum of thethreecells ., , (., 2.,, contributing massto thecell during £t . If &5

calculated using (D.2) viol atesthese monotonic constraints, the updated mixing ratio is set tothe
violated limit

Q:‘+ﬁ2‘ — mﬂX[miﬂ| Q;;i:r, ;g'ue.s.s IJ :r-l_-ﬁ: , (DlO)

aiiidl

then the outflowing flux is adjusted so that the Q’“"

I'&MJGQI Iz'+1l,-3 = I:Q;Dﬂ‘—l - Q?tﬁ.?ﬂd :Iﬂ'l.x! + | ﬂﬁ;p@r Iz__lm ui+1.f2 :_5' I:I, (Dll)

2

equalsthe violated limit:

| At o0, 1n = [Qf”“ﬂa - Q;Dﬂ,_l]&xi +iAtu o0, hp Mg < g (D.12)

Overal numerical diffusionissignificantly removed by aminor adjustment of thefactor ¢
in (D.3) and (D.4) near local extremes. If there is alocal extreme at the cell immedately
downwind of the edge where fluxes are calculated. There used two adjustments together

a; =175-045¢ (D.13)
a, = maxi 1512+ 0.06c]
if the cell two cells upwind of the face where fluxes are being calculated isaloca extreme. In
(D.13), cisthe upwind Courant number. Thesetwo adjustmentstogether "sandwich" each local

extremeand, therefore effectively aggregateall tracer around local maximumsin amanner that
counters the numerical diffusion thet diffuses mass avay from extremes.
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Appendix E

The Cyclesfor Water V apor

Zero cyclesfor water vapor:

H,O+h H+OH oo HO+h H+OH or H,O+h H+OH

H+O,+M HO,+M OH+H+M H,O0+M H+O, OH+O,

HO,+OH H,0+0, (direct recombination) OH+OH H,0+0O
O+0,+M O,+M

H,O+h H+OH oo HO+h H+OH or H,O+h H+OH

H+O,+M HO,+M OH+0, HO,+0, H+O+M HO,+M
HO,+O OH+O, HO,+H H,0+O0 OH+O H+O,
OH+OH H,0+O0 O+0,+M O,+M HO,+H H,0+O
H,0+O('D) 20H or H,0+O(*D) 20H
OH+OH H,0+0 O,+h 20
O+0,+M O,+M O+0,+M O, +M
O,+h  O,+0('D) O,+h  O,+0('D)

OH+O H+0,

OH+H+M H,O+M
net: dissipation of h for all cases.

Catalytic for mation of H,O:

1. catalytic cycle:
H,+OH H,O0+H
H+O,+M HO,+M
HO,+O OH+O,
net: H,+O H,0O

2. catalytic cycle:
H,+OH H,O+H
H+O, OH+O,
net: H,+O, H,0+0,
A third water vapor production branch includes hydrogen peroxide H,O,. However, this
process is not as effective due to the relatively small reaction rate of the H,O, H,O, formation.
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Appendix F

The Chemical Reactions

N | Reaction Rate Reference

1 | O+O+M O,+M 3.7 10°%¥(300/T)*° Brasseur and Solomon [1986]
2 | O+O+M Oz+M 6.0 10300/ T)*? Brasseur and Solomon [1986]
3 | o+0; 20, 8.0 10™%exp(-2060/T) Sander et d.[2003]

4 | Oo('D)+N, O(°P)+N, 1.8 10 exp(110/T) DeMore et al.[1994]

5 | o(*D)+0, O(P)+0, 3.2 10 exp(70/T) DeMore et al.[1994]

6 o('D)+0; 20, 1.2 107 Brasseur and Solomon [1986]
7 | o(*D)+0; 0,+20 1.2 10 Brasseur and Solomon [1986]
8 H,0+O(*‘D) 20H 2.210% Brasseur and Solomon [1986]
9 H,+O(*‘D) H+OH 1.0 100 Brasseur and Solomon [1986]
10 | H+O,+M HO,+M 5.7 102(300/T)*® DeMore et al.[1994]

11 | H+O; OH+O, 1.4 10%xp(470/T) Brasseur and Solomon [1986]
12 | OH+O H+0, 2.2 10Mexp(120/T) DeMore et al.[1994]

13 | OH+0O4; HO,+0, 1.6 10 %exp(-940/T) Brasseur and Solomon [1986]
14 | HO,+0O; OH+20, 1.1 10 exp(-500/T) DeMore et al.[1994]

15 | HO,+O OH+O, 3.0 10Mexp(200/T) Brasseur and Solomon [1986]
16 | 20H H,0+0 4.2 10%exp(-240/T) DeMore et al.[1994]

17 | OH+HO, H,0+0, 4.8 10™Mexp(250/T) DeMore et al.[1994]

18 | OH+H, H,O+H 5.5 10 %exp(-2000/T) DeMore et al.[1994]

19 | H+HO, 20H 7.2 10" Atkinson et al [1992]

20 | H+HO, H,+O, 5.6 10 Atkinson et al [1992]

21 | H+HO, H,0+0 2.4 10" Atkinson et al [1992]

22 | HO,+NO OH+NO, 3.7 10 2exp(240/T) Brasseur and Solomon [1986]
23 | 2HO, H,0,+0, 2.3 10 %exp(600/T) DeMore et al.[1994]

24 | H,0,+#0H H,0+HO, 2.9 10 2%exp(-160/T) DeMore et al.[1994]

25 [ H,0,#O0 OH+HO, 1.4 10 exp(-2000/T) Brasseur and Solomon [1986]
26 | N+OH NO+H 3.8 10 "exp(85/T) Atkinson et al [1992]
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27 | H+NO, OH+NO 4.0 10%xp(-340/T) DeMore et al.[1992]
28 | H+OH+N, H,O+N, 1.38 1024(1/T)28 DeMore et al.[1990]
29 | 20H+M H,0,+M 6.9 10°4(300/T)%8 DeMore et al.[1990]
30 | 2HO,+M H,0,+0,+M 1.7 105exp(1000/T) DeMore et al.[1990]
31 | NO,+O NO+O, 6.5 10 2exp(120/T) DeMore et al.[1994]
32 | NO+O; NO,+O, 2.0 10™%exp(-1400/T) DeMore et al.[1994]
33 [ N+NO, N,O0+O 3.0 10 Brasseur and Solomon [1986]
34 | N+NO N,+O 3.4 101 Brasseur and Solomon [1986]
35 | N+O, NO+O 4.4 10%exp(-3320/T) Brasseur and Solomon [1986]
36 | NO,+O; NO,+O, 1.2 10%exp(-2450/T) Brasseur and Solomon [1986]
37 [ NOs#+NO 2NO, 1.3 10 Mexp(250/T) Brasseur and Solomon [1986]
38 | NOs+O NO,+O, 1.0 10 Brasseur and Solomon [1986]
39 [ N,O+O(*D) N,+O, 4910 Brasseur and Solomon [1986]
40 | N,O+0O(*D) 2NO 6.7 10" Brasseur and Solomon [1986]
41 | NO+O+M NO,+M 9.0 103300/ T)*® DeMore et al.[1994]
42 | NO,+O+M NOJ+M 9.0 10°%(300/T)*° DeMore et al.[1994]
43 | O5+N NO+0, 1.0 10 DeMore et al.[1990]
44 | CH,2+O('D) CH,+OH 1.4 107 Brasseur and Solomon [1986]
45 | CH,2+0O('D) CH,O+H, 1.4 10" Brasseur and Solomon [1986]
46 | CH,+OH CH4+H,0 2.65 10 %exp(-1800/T) DeMore et al.[1994]
47 | CI+0,; CIO+0, 2.8 10 exp(-257/T) Brasseur and Solomon [1986]
48 | ClO+O Cl+0, 4.7 10 exp(-50/T) Brasseur and Solomon [1986]
49 | ClO+NO CI+NO, 6.2 10 %exp(294/T) Brasseur and Solomon [1986]
50 | Br+O; BrO+0, 1.4 10 Mexp(-755/T) Brasseur and Solomon [1986]
51 | BrO+0O Br+0, 3.0 10 Brasseur and Solomon [1986]
52 | BrO+NO Br+NO, 8.7 10 %exp(265/T) Brasseur and Solomon [1986]
53 | BrO+OH Br+HO, 1.0 10" Brasseur and Solomon [1986]
54 | BrO+ClO Br+Cl+0, 3.0 101 Brasseur and Solomon [1986]
55 | BrO+BrO 2Br+0, 6.0 10 exp(150/T) Brasseur and Solomon [1986]
56 | CO+OH CO,+H 1510 Brasseur and Solomon [1986]
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