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Abstract: Temporal and spatial behaviour of gravity waves is investigated based on conti-
nuous radar measurements of zonal and meridional winds. Gravity wave parameters have
been estimated at different locations separately and by a complex cross-spectral analysis of
the data of collocated radars. A case study carried out in a region with no large orography
(Northern Germany) at Kühlungsborn (54.1◦N, 11.8◦E) and Lindenberg (52.2◦N, 14.1◦E)
shows the appearance of strong inertia-gravity waves in connection with Rossby wave brea-
king events. Two kinds of gravity waves occurring simultaneously are detected. One wave
is generated by a jet stream in the tropopause region, leading to a downward energy pro-
pagation in the troposphere and moving against the mean background wind, whereas the
other, slightly weaker wave moves downwind and shows at both locations upward direc-
ted energy propagations. During another Rossby wave breaking event the generation of a
secondary wave by non-linear wave-wave interactions has been proved by the bispectral
analysis. To investigate the generation and propagation of gravity waves additionally influ-
enced by orographically excited mountain waves over Northern Scandinavia two campaigns
were carried out at Andenes (69.2◦N, 16.0◦E) and Kiruna (67.9◦N, 21.9◦E). The analyses
indicate the presence of a long period horizontal gravity wave with larger wave amplitude
on the East-side of the Scandinavian mountain ridge at Kiruna. It has been shown that this
gravity wave is generated in the tropopause region in connection with a strong eastward di-
rected jet. Detailed gravity wave analyses based on the mesoscale MM5 model data for the
winter MaCWAVE/MIDAS campaign have been used for comparison with results obtained
from radar observations. Experimental evidence was found to confirm connections between
layering processes in the mesosphere and long period gravity waves. Additionally, a gravity
wave climatology confirms the strongest correlation between the daily occurrence rate of
multiple PMSE layers and the variances of the meridional winds for periods between 5 – 7
h at an altitude of 86 km in the center of the PMSE layers.
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Chapter 1

Introduction

There are a lot of different forms of motion in the atmosphere and they are governed by the
fundamental physical laws of conservation of mass, momentum, and energy. The atmospheric
motions are influenced by different kinds of forces, which can be classified as either body
forces or surface forces. Body forces act on the center of mass of a fluid parcel and they
have magnitudes proportional to the mass of parcel. Gravity force is a good example of a
body force. Surface forces act across the boundary surface separating a fluid parcel from its
surroundings. Their magnitudes are independent of the mass of the parcel. The pressure
force is an example of a surface force.

Most motions in the atmosphere are wavelike motions which result from a balance between
inertia and restoring forces acting on fluid parcels displaced from their equilibrium latitudes
or altitudes. Due to their primary forces, atmospheric waves occur with different wavelengths
and periods; they can be classified into planetary or Rossby waves, atmospheric thermal tides
with periods of 12 and 24 h, and gravity waves with periods from about 5 min up to several
hours. For a detailed review on the role of waves in the middle atmosphere we refer the
reader to Holton and Alexander [2000].

This thesis deals with observation and investigation of gravity waves in the atmosphere.
Gravity waves are wave motions in a stratified fluid arising from restoring gravity forces
acting downwards and buoyancy acting upwards on vertically displaced fluid parcels. For
these waves the primary restoring force is provided by the buoyancy force. Propagating
to higher altitudes, the gravity wave amplitude generally increases due to the exponential
decrease in atmospheric density with height (Figure 1.1), until the waves encounter their
breaking level. Here, the amplitude is so large that entailed atmospheric changes become
irreversible and the waves deposit energy and momentum into the mean flow.

Due to their ability to redistribute momentum and energy from one region in the atmosphere,
the knowledge of gravity waves is therefore essential to understand vertical coupling processes.
First investigations of gravity waves have been done in the early works of Queney [1948],
Scorer [1949], Gossard and Munk [1954], and Sawyer [1959].

The theory to describe these waves has been essentially stimulated by the pioneering work of
Hines [1960], at first applied to understand irregularities and irregular motions at ionospheric
heights. Based on this work, a comprehensive review to understand numerous atmospheric
effects is given by Hines [1974]. Over the last decades, a multitude of experimental obser-
vations, theoretical and modelling studies have considerably improved our understanding of
gravity waves and their effects on the atmosphere [Fritts, 1984, 1989; Fritts and Alexander ,
2003].
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2 CHAPTER 1. INTRODUCTION

Figure 1.1: Vertical structure of a gravity wave with upward exponentially increasing ampli-
tudes.

To understand the important role of gravity waves for the general circulation, a short intro-
duction follows about the vertical structure of the atmosphere.

1.1 Vertical structure of the atmosphere

The structure of the atmosphere can be considered in different ways, depending on the proper-
ty of interest. The atmosphere is basically divided in neutral and ionized parts. Below a height
of about 100 km, atmospheric motions can be treated as motions of the neutral atmosphere,
while motions above ∼ 100 km are mainly determined by the ionized plasma. Here we focus
on motions in the neutral atmosphere which are closely related to the temperature structure
of the Earth’s atmosphere. Therefore it is widely accepted to use the vertical structure of
the temperature field to divide the Earth atmosphere into different height ranges. Figure 1.2
shows zonal mean temperature profiles for July (solid line) and January (dashed line) from
the COSPAR International Reference Atmosphere 1986 (CIRA 86) at a latitude of 50◦ N.

From the sign of the vertical temperature gradient one can distinguish four regions called
troposphere, stratosphere, mesosphere, and thermosphere. The heights between those regions
where the temperatures reach local extremes are identified as the tropopause, the stratopause,
and the mesopause. In the troposphere, the thermal structure is mainly determined due to
heating of CO2, H2O and other ”greenhouse gases” by infrared radiation. This radiation
results from the heating of the Earth’s surface due to solar insulation and reradiation at
infrared wavelengths. If the troposphere did not contain these gases, the temperature there
would be 20-30 K less. This temperature enhancement is called the ”greenhouse effect”.
The decrease in temperature through the troposphere ceases at the height of approximately
8-12 km.

The stratosphere is characterized by a positive temperature gradient from about 220 K at
the tropopause to about 270 K at approximately 50 km where the temperature reaches a
local maximum. The reason for the temperature increase with height in the stratosphere is
absorption of ultraviolet solar radiation by ozone.
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Figure 1.2: Identification of the different regions of the atmosphere using mean zonal tem-
perature profiles for July (solid line) and January (dashed line) from COSPAR International
Reference Atmosphere 1986 (CIRA 86) at a latitude of 50◦ N.

Above the stratopause, the temperature decreases with the height again due to rapidly de-
creasing ozone concentrations until the temperature reaches its minimum at the mesopause
leading to the coldest parts of Earth’s atmosphere with temperatures that can fall below
130 K at polar latitudes during the summer months [Lübken, 1999]. Above these heights, in
the thermosphere, the temperature once again increases due to photo absorption by various
chemical species up to values of about 1000 K depending on the solar activity [Goody and
Yung , 1989].

1.2 The momentum budget

The thermal structure of the atmosphere can be understood by the effects of solar irradia-
tion, atmospheric photochemistry, radiative transfer and turbulence, which lead to heating
and cooling processes at different heights. The mean state of the atmosphere is described
(Figure 1.3) by the contour plots of the zonal mean temperatures and winds of the COSPAR
International Reference Atmosphere 1986 (CIRA 86) for January as a function of latitude
and height.

As expected, the warmest temperatures on the surface of the earth are found in the tropics.
In the stratopause, the temperature maxima occurs at the summer pole due to the maximum
solar ozone heating there. At heights of about 90 km, the temperatures reach their minima at
high latitudes during summer. The mean zonal wind field shows an eastward jet around the
tropopause for both winter and summer. In the mesosphere, the wind direction is eastward
in winter and westward in summer, respectively.

However, the temperature and mean zonal wind of the CIRA 86 in Figure 1.3 depart signifi-
cantly from model results by Geller [1983], shown in Figure 1.4, and based on the radiative
equilibrium alone. The presented model calculations of temperatures and the corresponding
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Figure 1.3: Contour plots of zonal mean temperature (top) and zonal mean wind (bottom) of
the COSPAR International Reference Atmosphere 1986 (CIRA 86) for January as a function
of latitude and height.

geostrophic mean zonal winds, which are given by the balance between the pressure gradient
force and the Coriolis force, assume, that the atmosphere is in radiative equilibrium, i.e. the
heating due to the absorption of solar radiation and the cooling through infrared reradiation
are reflected by the local environment, and no dynamic effects are included. The grey band
in the center of the lower panel denotes the region, where the pressure gradient force and the
Coriolis force are unbalanced and therefore the horizontal wind cannot be approximated by
the geostrophic wind.

Therefore, the temperature gradient in the mesosphere, the local temperature minimum at the
tropical tropopause, and the temperature and wind distributions as represented by the CIRA
86 in Figure 1.3 cannot be reproduced by model calculations based on radiative equilibrium
conditions.
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Figure 1.4: Radiative equilibrium temperatures (top) and corresponding geostrophic mean
zonal winds (bottom). (After Geller [1983])

To improve the agreement between model and observations, Leovy [1964], Schoeberl and Stro-
bel [1978], Holton and Wehrbein [1980] proposed a zonal momentum dissipation mechanism,
a so-called Rayleigh drag. This mechanism decelerates the mean zonal wind speed linearly
and closes the jet stream. Application of the Rayleigh drag leads to a better agreement in
temperature and zonal wind distributions between observations and model results [Geller ,
1983]. However for equilibrium conditions, an additional force is required to counterbalance
the Rayleigh drag. In existence of a mean meridional motion from the summer pole to the
winter pole this can be provided by the Coriolis effect. Mass continuity then requires an
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upward motion at the summer pole and a compensating downward motion at the winter pole
as shown in Figure 1.5 [Dunkerton, 1978]. The circulation also leads to a rising motions at
the tropical tropopause and falling motions across the extratropical tropopause. Therefore,
the deviations of the temperature from the radiative equilibrium are explained by the vertical
motions near the poles, and the associated expansion cooling and compression heating of the
air parcels as they rise and fall over summer and winter pole, respectively [Geller , 1983].

Figure 1.5: Global meridional circulation in the middle atmosphere. (After Dunkerton [1978])

But the Rayleigh drag was still a convenient parameterization that had no physical explana-
tion. Houghton [1978] proposed, that various types of waves could take part to balance the
mesospheric momentum budget. He concluded that gravity waves are the most likely type of
waves responsible for this process. Hence, accurate parameterizations of gravity wave effects
in the model simulations are required.

Several schemes to parameterize the influence of gravity waves have been developed and
applied in general circulation models (GCMs) [Lindzen, 1981; Fritts and VanZandt , 1993;
Hines, 1997; Warner and McIntyre, 1999]. However, due to the small spatial scales, gravity
waves cannot be explicitly resolved in these models, and a number of fundamental scientific
problems remain.

For example, one needs more quantitative information about the degree of gravity wave in-
termittency in the real atmosphere for implementation in parametrization schemes. Another
problem is the current absence of detailed observations to characterize the wave spectrum
and its behavior with altitude. First steps to improve the information about global clima-
tology of gravity waves have been initiated by Allen and Vincent [1995] in the frame of the
SPARC campaign [e.g. Schöllhammer , 2002; Wang et al., 2005]. More detailed observations
and comparisons with modelling studies are required to address the geographic and seasonal
variability of gravity waves and relative importance of different source mechanisms. Pre-
cise descriptions of sources, propagation, wave-wave interactions, mixing and climatologies
will help to describe the gravity waves in large-scale models more adequately [Fritts and
Alexander , 2003].
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1.3 Gravity waves

To understand the general structure and dynamics of the atmosphere and its variability, it is
important to know the coupling between different atmospheric regions from the troposphere
up to the thermosphere. Often changes caused by solar or non-solar sources are observed at
heights which may be different from the origin of this effect. Important coupling processes are
radiative exchanges, transport of chemically active minor constituents and dynamical pro-
cesses. The dynamical coupling mainly includes the forcing of different atmospheric waves
(gravity waves, tides, planetary waves), their propagation through the atmosphere, the inter-
action between different waves and their impact upon the mean circulation.

Today it is recognized that gravity waves are an essential part of the dynamics of the atmo-
sphere on all meteorological scales. On the largest atmospheric scale, studies, for example,
by Lindzen [1981] and Holton [1982], examined the effects of gravity waves on the upper
atmosphere and the general circulation. On the mesoscale, Uccellini [1975], Stobie et al.
[1983], Uccellini and Koch [1987], and Chimonas and Nappo [1987] investigated the interac-
tions between gravity waves and thunderstorms. Lilly and Kennedy [1973], Clark and Peltier
[1977], and Smith [1979] demonstrated the generation of gravity waves by mountains. On
the microscale, studies by Chimonas [1972], Einaudi and Finnigan [1981], and Fua et al.
[1982] proved the interactions between gravity waves and turbulence in the stable planetary
boundary layer.

Hines [1988], Chimonas and Nappo [1989], and Nappo and Chimonas [1992] showed the inter-
actions of gravity waves generated by small-scale terrain features with the mean boundary-
layer flow to produce turbulence in the upper regions of the stable planetary boundary layer.
Recently, Pavelin and Whiteway [2002] investigated stratospheric VHF radar data for an
impressive experimental study of turbulence generated by the interaction of different types
of gravity waves.

Particularly in the lower stratosphere, transport and mixing processes due to inertia-gravity
waves (IGW) with frequencies close to the Coriolis frequency fc are expected to be important,
as shown by Plougonven et al. [2003]. These waves can alter the mean stratospheric tem-
perature locally with amplitudes up to 10 K, which supports for instance at polar latitudes
the generation of Polar Stratospheric Clouds during the winter months as investigated by
Dörnbrack et al. [2002] and Buss et al. [2004].

Gravity waves are observed in various regions of the Earth. The most important property of
these waves is their ability to transport energy away from their sources. The main sources
for gravity waves are:

• orographic forcing [Smith, 1979, 1989; Queney , 1948; Röttger , 2000],

• jet streams in the tropopause region, e.g. ageostrophic adjustment or secondary wave
emission from wave breaking regions [O’Sullivan and Dunkerton, 1995; Plougonven
et al., 2003; Zülicke and Peters, 2004],

• deep convection processes [Nastrom et al., 1990; Clark and Kuettner , 1986; Alexander
and Holton, 2004; Böhme et al., 2004],

• wave-wave interactions [Rüster , 1994b],

• frontal activity [Schöllhammer , 2002],

• thunderstorms [Chimonas and Nappo, 1987; Finke, 1995].
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The propagation of gravity waves is mainly controlled by the atmospheric wind field. For
the normal case of tropospheric sources, the gravity wave spectrum in the mesopause region
depends markedly on the filtering effect of the wind field in the strato- and mesosphere
[Lindzen, 1981; Holton, 1982; McLandress, 1998] due to reflection and absorption of gravity
waves at critical levels. Therefore, the observed gravity wave signatures observed in the
mesosphere/lower thermosphere (MLT) region contain information about their sources and
also about the wind field between the source and the observing region. The energy and
momentum transfer from the gravity waves into the circulation of the MLT region is closely
connected with the gravity wave breaking and the creation of turbulence. A comprehensive
overview about gravity wave saturation and breaking can be found in Fritts [1984] and Fritts
and Alexander [2003]. In spite of many different investigations during the last years, there
remain a lot of open questions about

• the generation and propagation of gravity waves from their sources,

• the temporal and spatial properties of gravity waves,

• the modulation and interaction of gravity waves with other atmospheric waves (tides
and planetary waves),

• the processes connected with the transition from gravity waves to turbulence in the
upper regions of the atmosphere.

Atmospheric radars are widely used to find answers to the aforementioned unsolved questions.
Detailed investigations of gravity waves based on measurements with single radars have been
done e.g. by [Sato, 1994; Thomas et al., 1999; Cho, 1995; Kuo et al., 2003]. Inspired by Eck-
lund et al. [1985] and Carter et al. [1989], the usage of collocated radars will improve the
statistical reliability of the results as well as the knowledge on mesoscale gravity waves as
recently shown by Trexler and Koch [2000], using the NOAA wind profiler network data. In
Germany, similar improved technical conditions are available since January 2004 with the
new operational UHF wind profiler network of the Deutscher Wetterdienst [Lehmann et al.,
2003].

The evaluation of continuously running modern radar experiments with new methods will
considerably contribute to the investigation of gravity waves.

1.4 Thesis overview

Most of the work presented here was carried out under the LEWIZ project (Letzter Winter im
Zwanzigsten Jahrhundert) [Peters et al., 2003, 2004]. As shown by O’Sullivan and Dunkerton
[1995], inertia-gravity waves with a relatively long horizontal wavelength can be generated
during Rossby wave breaking events. They propagate under certain conditions both hori-
zontally and vertically, and can play a significant role in exchange processes of the upper
troposphere and lower stratosphere. Therefore the main objective of this project was to
investigate in a region with no large orography (Mecklenburg-Vorpommern, Northern Ger-
many), via case studies, the appearance of strong IGWs, their generation and properties in
connection with Rossby wave breaking events.

The other studies of gravity waves were carried out under the MaCWAVE/MIDAS-project.
The main aim of the MaCWAVE/MIDAS campaigns was to investigate waves produced by
the Scandinavian mountain ridge, to track these waves using different instruments such as
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radar/rocket/lidar/radiosondes data from troposphere up to the mesosphere, and attempt to
detect energy dissipation in that region produced by wave breaking.

The main aims of this work are in particular:

• determine the properties of inertia-gravity waves using continuous collocated VHF radar
measurements at different locations in the frame of different campaigns;

• application of wavelets to consider the height and time dependence of gravity waves;

• to apply methods developed in the frame of these projects to investigate inertia-gravity
waves and their sources in the upper troposphere and lower stratosphere generated by
jet streams:

– in a region without large orography at Kühlungsborn and Lindenberg;

– to investigate inertia-gravity waves in a region with additional influence of oro-
graphically induced mountain waves using the radar data from two sites (Andenes
and Kiruna) in front of and behind the Scandinavian mountain ridge;

• extension and application of the developed methods to study the influence of long period
gravity waves on Polar Mesosphere Summer Echoes (PMSE).

The thesis is organized as follows.

In Chapter 2 an introduction is given to basic gravity wave characteristics based on the linear
theory for a better understanding of the other part of this work. The detailed derivation of
the relations to describe the connection between the main gravity wave characteristics is
shown in Appendix A.

Different experimental techniques for the investigation of gravity waves are listed and com-
pared in Chapter 3. The fundamentals of atmospheric radars are presented in Chapter 4.

In Chapter 5 various algorithms are introduced and discussed for the detection and extraction
of gravity wave packets. A description and comparison of developed and applied methods for
the investigation of gravity waves is given in Chapter 6. For the application of these methods,
the structure of the developed software is presented in Appendix B.

Chapter 7 deals with the analysis of data obtained with collocated radar measurements during
several campaigns carried out in Northern Germany and Northern Scandinavia. Chapter 8
is devoted to the role and characteristics of long period gravity waves in connection to the
structure of Polar Mesosphere Summer Echoes.

Finally, a thesis summary with suggestions for future research is provided in Chapter 9.



Chapter 2

Gravity waves and their
characteristics

In the previous chapter the importance of gravity waves in the atmosphere and requirements
for their measurements have been discussed. The interpretation of observations needs deep
knowledge about gravity wave motions and the propagation of waves through the atmosphere.
In this chapter we will reproduce some principles of the wave mechanics and discuss the main
characteristics of gravity waves. The dependencies between different wave characteristics are
based on linearized solutions of fluid-dynamical equations (see Appendix A). More details
on gravity wave theory can be found in the textbooks of Gossard and Hooke [1975], Gill
[1982], Holton [1992], and Nappo [2002]. Finally, an outline is given for the estimation of
characteristic parameters for long period gravity waves and their related momentum fluxes.

2.1 Wave mechanics

In this section, we define some space and time characteristics needed to describe the waves.
A monochromatic wave is described by

ψ(x, y, z, t) = a0 · exp(i(kx + ly + mz − ωt)), (2.1)

where ψ can be perturbations with amplitude a0 of zonal u′ or meridional v′ winds, tem-
perature T ′ or pressure p′ with a time t. The zonal, meridional and vertical wavenumbers
are denoted by k, l and m in x-, y-, z-directions, respectively, i =

√−1, and ω is the wave
frequency, observed at a fixed location.

The lines of constant phase φ determine the spatial orientation of the wave fronts:

φ = kx + ly + mz − ωt. (2.2)

With k = 2π/Lx, l = 2π/Ly and m = 2π/Lz, the length L of the wave is given by

(
1
L

)2

=
(

1
Lx

)2

+

(
1
Ly

)2

+
(

1
Lz

)2

, (2.3)

where Lx, Ly and Lz are wavelengths in zonal, meridional, and vertical direction, respectively
(Figure 2.1).
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Figure 2.1: Schematic representation of spatially propagating wave.

The wave speed determined by the phase velocity υp is the speed at which a point of constant
phase moves in the direction of the wave propagation. Using the magnitude of the wave
vector ~K

| ~K|2 = k2 + l2 + m2, (2.4)

then the phase velocity is given by

υp =
ω

| ~K| . (2.5)

The speed of the waves along the x-, y-, and z-axes is then given by

(υpx, υpy, υpz) = (
ω

k
,
ω

l
,
ω

m
). (2.6)

There are two classes of waves: dispersive and nondispersive. The types of waves, whose phase
velocities are independent from wavenumbers, are called nondispersive waves. In such waves,
a spatially localized disturbance consisting of a number of Fourier wave components (a wave
group) will preserve its shape as it propagates in space with the phase velocity of the wave.
The waves in which phase velocity varies with wavenumber are denoted as dispersive waves,
and the formula that relates wave frequency ω and wavenumber K is called a dispersion
relationship, discussed in Section 2.2. For dispersive waves, however, the speed of the wave
group is generally different from the average phase speed of individual components. Hence,
individual wave components (and hence the energy) may move through the wave group with
a group velocity cg as the group propagates along. The group velocity in zonal, meridional
and vertical directions is defined as
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(cgx, cgy, cgz) = (
∂ω

∂k
,
∂ω

∂l
,
∂ω

∂z
) (2.7)

In Figure 2.2 a wave profile is shown at different times. The bold line connects node points
of the waves and corresponds to the phase velocity, and the dashed line connects crests of
the envelope, which is travelling through the wave, and corresponds to the group velocity.

Figure 2.2: A modulated carrier wave. The bold line connects node points of the waves and
the dashed line connects crests of the envelope.

From the line slopes it is clear that carrier waves are moving faster than the packet, it means
that the group velocity differs from the phase velocity in all cases except the case when wave
frequency depends linearly on their wavenumber (ω = const ∗K).

2.2 Dispersion and polarization relations

Wave motions in the atmosphere are the result of parcel oscillation from equilibrium point
under the influence of inertia and restoring forces. For gravity waves, the primary restoring
forces are provided by the fluid buoyancy. Atmospheric gravity waves can exist only when
the atmosphere is stably stratified so that a fluid parcel displaced vertically will undergo
adiabatic oscillations from its equilibrium level. In these waves, parcels oscillate parallel to
phase lines and perpendicular to the direction of phase propagation.

Almost all theoretical studies of gravity waves have been done under simplifications of lin-
ear theory. The linear theory provides dependencies between different wave characteristics
under linearized solutions of fluid-dynamical equations. Details of this theory are given in
Appendix A. From the solution of these equations, the common dispersion relation can be
derived
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ω̂2 =
N2

(
k2 + l2

)
+ f2

c

(
m2 + 1

4H2
p

)

k2 + l2 + m2 + 1
4H2

p

. (2.8)

This equation describes the relation between the intrinsic frequency of the wave ω̂, horizontal
and vertical wavenumbers (k, l, m) and the corresponding Brunt-Väisälä frequency N , Coriolis
parameter fc, density scale height Hp.

The intrinsic frequency, i.e. the frequency in a coordinate system moving with the fluid,
differs from the observed frequency which is relative to the fixed position at the ground. The
relation connecting both frequencies is known as Doppler relation:

ωob = ω̂ + ukh, (2.9)

where ωob is the observed frequency and u is the mean background horizontal wind component
in the same direction as the horizontal wavenumber kh =

√
k2 + l2.

Furthermore, the resulting wind and normalized temperature perturbations (u′, v′, w′, T̂ ′) are
interrelated by the polarization relations:

v′ =
lω̂ − ikfc

kω̂ + ilfc
u′

w′ = − ω̂m

ω̂k + ifcl

ω̂2 − f2
c

N2 − ω̂2
u′ (2.10)

T̂ ′ =
T ′

T0
= −i

N2

gω̂w′
= i

N2
(
k2 + l2

)

mg

1
ω̂k + ifcl

u′,

where g is acceleration of gravity, T0 and T ′ are background temperature and temperature
perturbations, respectively.

The dispersion relation (Equation 2.8) admits waves with different frequencies and broad
range of properties. For vertically propagating gravity waves, k, l and m are real, and the
intrinsic frequency must lie in the range N > ω̂ > |fc|. All parts of this spectrum can con-
tribute to atmosphere dynamics. The model analysis describing the gravity wave propagation
across a wide range may need to retain all terms in Equation 2.8. However, some simpler
forms representing waves in certain limited regions of the spectral space provide considerable
insight [Fritts and Alexander , 2003].

Considering the case of high-frequency gravity waves with intrinsic frequency ω̂ much
larger than Coriolis frequency fc and for which m2 À 1/4H2

p , we can neglect the Coriolis
frequency. Then the dispersion relation simplifies to

ω̂2 =
N2(k2 + l2)
k2 + l2 + m2

= N2 cos2 χ, (2.11)

where χ is the angle between lines of constant phase and the vertical direction. The group
velocity simplifies to

(cgh, cgz) = (uh, 0) +
Nm

k2
h + m2

(m,−kh)
(k2

h + m2)1/2
, (2.12)
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where cgh and cgz are the horizontal and vertical components of group velocity, respectively.

Gravity waves with high intrinsic frequency are observed in mesopause airglow image data
[Swenson and Espy , 1995; Taylor and Garcia, 1995], also with VHF radar data [Reid et al.,
1988; Fritts et al., 1990; Böhme et al., 2004].

The physical mechanism for the propagation of high-frequency gravity waves can be under-
stood by considering a simple case with a fluid parcel, which is displaced by a distance δs along
a line tilted with an angle χ as shown in the Figure 2.3. For simplicity, the two-dimensional
case is discussed.

Figure 2.3: Parcel oscillation path in meridional plane for an inertia-gravity wave.

For a vertical displacement δz the buoyancy force component parallel to the slope of the
parcel oscillation is −N2δz cosχ. With regard to δz = δs cosχ the momentum equation for
the parcel oscillation is

D2δs

Dt2
= − (N cosχ)2 δs (2.13)

where δs is the perturbation parcel displacement.

The momentum equation 2.13 has the general solution δs = exp[±i(N cosχ)t]. Therefore,
the parcel execute a harmonic oscillation at the frequency ω̂ = N cosχ.

For midrange gravity waves with intrinsic frequencies in the range N À ω̂ À fc, the
dispersion relationship simplifies to

ω̂ = N

∣∣∣∣
kh

m

∣∣∣∣ , (2.14)

and the connection between vertical wavenumber m and intrinsic horizontal phase velocity
υ̂h can be written as

|m| = N

|υ̂h| . (2.15)

The group velocities for medium-frequency gravity waves are
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(cgh, cgz) = (uh, 0) + N

(
1
m

,− kh

m2

)
= (uh, 0) +

(
ω̂

kh
,
−ω̂

m

)
(2.16)

and have the same magnitude as the phase propagations but opposite signs in the vertical
direction.

Main parts of this work are related to gravity waves with low frequencies. For these
waves the rotation of the Earth has an important influence. As already mentioned in Section 1
these waves are also called inertia-gravity waves.

These kinds of gravity waves are commonly seen in the upper troposphere and lower strato-
sphere observations [Vincent and Alexander , 2000; Eckermann et al., 1995; Rapp et al., 2002].

When the Coriolis force is included in the linearized equations, then the dispersion relation-
ship becomes approximately

ω̂2 = f2
c + N2 k2 + l2

m2
= N2 k2

h

m2
+ f2

c . (2.17)

The wave group velocity in this case is given by

(cgh, cgz) = (uh, 0) +
N2kh

ω̂m2

(
1,−kh

m

)
. (2.18)

Parcel displacements in a case of low-frequency gravity waves are resisted by both rotation
and buoyancy. Following the idea of parcel oscillation (Figure 2.3), the Coriolis force has
to be added into the momentum equation 2.13. For meridional displacement δy the Coriolis
(inertial) force component parallel to the slope of the parcel path is −f2

c δy sinχ. Substituting
δy = δs sinχ, the momentum equation 2.13 for the parcel oscillation modifies to

D2δs

Dt2
= − (fc sinχ)2 δs− (N cosχ)2 δs (2.19)

The frequency now satisfies the dispersion relationship

ω̂2 = N2 cos2 χ + f2
c sin2 χ. (2.20)

If gravity waves meet the condition (k2 + l2)/m2 ¿ 1, then the approximate dispersion
relationship (Equation 2.17) is a particular case of Equation 2.20 when we let

sin2 χ → 1
cos2 χ = (k2 + l2)/m2.

By combination of the dispersion relation (Equation 2.17) and Doppler relation (Equa-
tion 2.9), the dependence of intrinsic and observed periods from horizontal and vertical wave-
lengths of the low-frequency gravity wave is plotted in Figure 2.4. The Coriolis parameter
over Kühlungsborn (54◦N) is equal to 11.8 · 10−5 s−1 (Equation 2.26), the Brunt-Väisälä fre-
quency in the troposphere can be approximated by a value of 0.013 s−1. If we assume a
mean horizontal wind 20 m/s, then the intrinsic period (Figure 2.4, left panel) and observed
period (Figure 2.4, right panel) for corresponding horizontal and vertical wavelengths can be
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Figure 2.4: Dependence of intrinsic (left panel) and observed (right panel) periods from
horizontal and vertical wavelengths of a gravity wave in the troposphere over Kühlungsborn
(54◦N) based on the linear theory (Equations 2.17 and 2.9) with a mean horizontal wind
Uh = 20 m/s in direction of wave propagation, Coriolis frequency fc = 11.8 · 10−5 s−1, and
Brunt-Väisälä frequency N = 0.013 s−1.

derived. As shown in Figure 2.4, the Doppler shift of the intrinsic period by a wind of 20 m/s
leads to smaller values of the observed period.

A characteristic of gravity waves is that phase fronts and energy move in opposite direction
vertically, while the intrinsic phase (υ̂pz = ω̂/m) and group (ĉgz = ∂ω̂/∂m) velocities have
opposite signs. The horizontal propagation direction of phase fronts and energy are both in
the direction of the horizontal component of k.

The dispersion relations (Equations 2.8, 2.11, 2.14, and 2.17) have an uncertainty in the
sign of the vertical wavenumber m, which determines via the vertical group velocity cgz the
energy propagation, therefore we cannot assign a priory m to a positive or negative value. To
illustrate how the appropriate wavenumbers are selected, upward and downward propagating
waves are demonstrated in Figure 2.5.

Consider the case of upward energy propagation, where group velocities cgx and cgz are both
positive, and wave speed greater than background wind υpx > uo (Figure 2.5b). Since zonal
wavenumber k is positive, we see from Equation 2.18 that the vertical wavenumber has to
be negative (m < 0). If wave speed is less than background wind υpx < u0 (Figure 2.5a),
then we must choose a vertical wavenumber m > 0 if vertical group velocity cgz is positive.
Consider now the case where cgx > 0 and cgz < 0 (Figure 2.5d), i.e., downward propagating
energy. Now we must take m > 0 when υpx > 0 and m < 0 when υpx < 0.

2.3 Wave-mean flow interactions

The equations governing the dynamics of the atmosphere require a balance of quantities such
as momentum, heat flux and mass flux. If the atmospheric density is ρ, the quantity ρu′ is
the horizontal momentum per unit volume. Under the influence of a vertical velocity w′, the
amount of some quantity crossing an area A in unit time is w′A. Combining these concepts, it
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Figure 2.5: Wave vectors and group velocity vectors for (a) upward propagating energy and
wave speed less than background wind speed; (b) upward propagating energy and wave speed
greater than background wind speed; (c) same as (a) but with downward propagating energy;
and (d) same as (b) but with downward propagating energy.

becomes clear that ρu′w′ is the amount of zonal momentum per volume unit crossing an area
in a definite time. This quantity has been called the vertical flux density of zonal momentum.
In a similar manner, ρv′w′ is defined as the vertical flux density of meridional momentum.
The significance of these quantities lies in its variation with height. If the momentum passing
through one level is different to those in other levels, a force must exist to account for this
difference.

From the physical point of view, when a gravity wave propagates through the background
atmosphere, air parcels are accelerated and displaced. Yet, when averaged over cycle, the
net momentum flux of wave-induced particle motions is zero, and the displaced air parcels
are returned to their equilibrium position as long as the processes are reversible. However,
when material contours are deformed irreversibly, for example by wave breaking, then the
momentum is transferred to the mean flow. Gravity waves are the most likely process of
transporting momentum from the energy-dense troposphere into the mesosphere.

Mathematically, this momentum transfer can be described by the generalized Eliassen-Palm
flux −→F [Eliassen and Palm, 1961; Andrews and McIntyre, 1976, 1978]. Eliassen and Palm
[1961] showed that for steady linear waves in a zonal flow, which was a function of latitude
and height only, with no frictional or diabatic effects, the divergence of the Eliassen-Palm
flux is zero (generalized Eliassen-Palm theorem):

∇ · −→F ≡ 0. (2.21)

In the case of gravity waves, the Eliassen-Palm flux takes a form −→
F = (0,−ρ0u′w′,−ρ0v′w′).

Therefore, the resulting gravity wave induced mean-flow acceleration is zero



18 CHAPTER 2. GRAVITY WAVES AND THEIR CHARACTERISTICS

1
ρ0

∂

∂z
(ρ0u′w′) = 0

1
ρ0

∂

∂z
(ρ0v′w′) = 0.

According to the theorem, steady linear waves do not interact with the mean flow. Other-
wise, when waves become dissipative, they will produce wave accelerations of the mean flow
−ρ−1

0 ∂(ρ0u′w′)/∂z and −ρ−1
0 ∂(ρ0v′w′)/∂z in zonal and meridional directions, respectively.

The methods to obtain u′w′ and v′w′ with a radar technique are discussed in Section 6.7 and
applied in Section 7.1.2. The measured quantity in the momentum flux analysis is considered
in the following simple example as an introduction to the analysis method.

To get more insight into the behavior of the momentum fluxes we will apply a simulation for a
direct estimation of these quantities. First we simulated zonal, meridional and vertical wind
perturbations using Equation 2.17 and simple solutions of fluid-dynamical Equations A.7-
A.11 [Holton, 1992]:

(
u′, v′, w′, p′/ρ0

)
= Re [(û, v̂, ŵ, p̂) expi (kx + ly + mz − ω̂t)] , (2.22)

where

û = (ω̂2 − f2
c )−1(ω̂k + ilfc)p̂

v̂ = (ω̂2 − f2
c )−1(ω̂l − ikfc)p̂ (2.23)

ŵ = − ω̂m

N2
p̂

The parameters used for the simulation of a gravity wave are shown in the Table 2.1.

IGW parameters z < hTr z ≥ hTr

Zonal wavelength, 2π/k, km -890 -890

Meridional wavelength, 2π/l, km 10000 10000

Vertical wavelength, 2π/m, km 3.3 -2.0

Pressure amplitude, p̂, hPa 0.5

Tropopause height, hTr, km 8.5

Table 2.1: List of the parameters used for the simulation of gravity waves in the upper
troposphere and lower stratosphere.

In this simulation we create a downward directed energy propagation at heights below 8.5 km
by using a positive vertical wavenumber m = 2π

Lz
, whereas at heights above 8.5 km, where

the vertical wavenumber is negative, the energy propagates upward. Such a situation can
be observed in the presence of a jet stream caused by breaking Rossby waves, as discussed
in Peters et al. [2003]. The induced wind perturbations are shown in Figure 2.6. The
vertical fluxes, flux densities and mean-flow accelerations of the zonal (Figure 2.7 upper
part) and meridional (Figure 2.7 lower part) momenta have been estimated by averaging of
wind perturbations with time and derivation with a height.
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Figure 2.6: Wind perturbations of the simulated gravity wave.

With these simulations, the zonal flux shows larger amplitudes in comparison to the merid-
ional flux confirming a zonal propagation of the simulated gravity wave. Also the sign of the
zonal vertical flux of horizontal momentum has a positive value in the troposphere and a neg-
ative value in the lower stratosphere. The mean-flow acceleration is close to zero and shows
two opposite peaks at the height, where the flux changes its sign. We used these simulations
to understand the results obtained with real data, as later shown in Section 7.1.2.

2.4 Estimation of gravity wave parameters

The main representative characteristics of gravity waves are their intrinsic frequency, hori-
zontal and vertical wavenumbers and phase and group velocities. For investigation of inertia-
gravity waves we will define the way in which we estimate these parameters.

The zonal, meridional, and vertical winds are derived by continuous radar measurements.
The data are analyzed with wavelet techniques (Section 5.2) or with spectral analysis to get
the dominant observed periods 2π/ωob and vertical wavenumbers m and to estimate wind
perturbations.

Stokes-parameter analysis (Section 6.3) is used to estimate polarization ellipse ratio R and
the horizontal direction of wave propagation.

The solution of the three equations, polarization, dispersion and Doppler equation, gives the
intrinsic frequency ω̂ and horizontal wavenumber kh of a gravity wave. The polarization
relation including the wind shear terms ∂ū/∂z and ∂v̄/∂z is defined as

R =
∣∣∣∣
fc

ω̂
− k

mω̂

∂v

∂z

∣∣∣∣ . (2.24)
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Figure 2.7: Vertical fluxes (a,d), flux densities (b,e) and mean-flow accelerations (c,f) of the
zonal (upper part) and meridional (lower part) momenta.

Here the vertical wind shear effect in the background wind, as introduced by Hines [1989], is
included by the term ∂v

∂z , where v denotes the mean horizontal wind component perpendicular
to the wave propagation. The dispersion relationship is given by

ω̂2 = f2
c +

N2k2

m2
− 2fk

m

∂v

∂z
. (2.25)

The Doppler relationship is given by Equation 2.9.

For a given location, the Coriolis frequency fc has been calculated by

fc = 2 ∗ 7.292 · 10−5s−1 · sinϕ (2.26)

where ϕ is geographical latitude.

The Brunt-Väisälä frequency N(z) can be estimated from radiosonde or lidar temperature
soundings

N2 =
g

T

(
∂T

∂z
+

g

cp

)
, (2.27)

where cp is specific heat for constant pressure.

In the absence of temperature information in the case of pure radar investigation, mean
Brunt-Väisälä frequencies are selected with values of 0.013 s−1 for the troposphere and of
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0.021 s−1 for the stratosphere.

The mean background horizontal wind component in the direction of the wave propagation u
and the horizontal wind component perpendicular to the wave propagation v are estimated
by

u = ux cosΘ + vy sinΘ
v = −ux sinΘ + vy cos Θ, (2.28)

where ux and vy are the observed zonal and meridional winds, and Θ is the direction of the
wave propagation. After that the vertical wind shear term ∂v/∂z has been estimated.

The intrinsic horizontal and vertical phase velocities are

(υ̂ph, υ̂pz) =
(

ω̂

k
,
ω̂

m

)
. (2.29)

The intrinsic horizontal and vertical components of the group velocity are given by

ĉgh =
∂ω̂

∂k
=

N2k

ω̂m2
− fc

ω̂m

∂v

∂z
(2.30)

ĉgz =
∂ω̂

∂m
= −N2k2

ω̂m3
+

fck

ω̂m2

∂v

∂z
(2.31)

The ground-based horizontal group velocity relative to observer is then given by

cgh =
∂ωob

∂k
= ĉgh + u. (2.32)

To conclude this chapter, we defined the main waves characteristics for the following discus-
sion of different motions in the atmosphere. The physical nature of gravity wave motions
is discussed with derivation of the main gravity wave characteristics under the linearized
solutions of fluid-dynamical equations. Due to the broad range of properties, gravity waves
are classified in high-frequency, midrange and low-frequency waves. For each case the cor-
responding approximations of the dispersion relationship are considered. Gravity waves are
responsible for the momentum transport from the troposphere to the mesosphere. Hence,
the terms of vertical fluxes, flux densities, and mean-flow accelerations are determined with
their examination through a simple gravity wave simulation.



Chapter 3

Experimental methods to study
gravity waves

To investigate properties of gravity waves, their generation and propagation from different
sources, and to study atmospheric processes connected with gravity waves, different instru-
ments and methods are used. All results presented in this thesis are based on VHF radar
measurements, since they are able to measure 3D winds continuously with height and time
resolution adapted to gravity wave parameters. Details of this technique are given in Chap-
ter 4. Other experimental methods for the investigation of gravity waves based on estimations
of temperature, wind, and energy perturbations are:

• Radiosonde measurements have been used for many years and still remain a very
important tool for weather forecasting. The radiosonde usually contains pressure, tem-
perature and humidity sensors. The outputs of these sensors vary in flight and are
transmitted to the monitoring station. For the determination of winds, the sonde pin-
points its own position, using the Global Positioning System (GPS), and relays its
location back to the ground station. From temporal changes of these locations, the
wind speeds and directions are computed and used in the following gravity wave anal-
ysis. Radiosonde soundings have a vertical coverage from ground level up to ∼35 km
with a height resolution of 50 m. This allows us to examine accurately properties of
gravity waves in the troposphere and lower stratosphere [Guest et al., 2000]. The moni-
toring stations can cover different terrains, such as tropical islands, midcontinent plains,
mountainous regions, or even in the Arctic. Measurements from these stations are use-
ful to distinguish source effects from propagation effects of gravity waves and to get
mean climatologies [Allen and Vincent , 1995; Wang and Geller , 2003; Schöllhammer ,
2002].

• LIght Detection And Ranging (lidar) instruments transmit the light to the atmo-
sphere. Some of this light is reflected/scattered back to the instrument where it is
analyzed. The change in the properties of the backscattered light enables us to de-
termine properties of the atmosphere, like the temperature, aerosol concentration as a
function of altitude from the lower stratosphere (10 km altitude) up to the upper meso-
sphere (90 km altitude). The emitted laser beam has a narrow width. This advantage
helps to locate, only with clear sky conditions and mostly during night time, the target
more accurately in comparison to radar. Through the combined use of three different
temperature lidar methods, the height range was recently extended from the planetary
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boundary layer up to the lower thermosphere (1-105 km) [Alpers et al., 2004]. Us-
ing these techniques, first gravity wave analyses have been successfully compared with
model simulations [Rauthe et al., 2005]. A few lidars allow us also to measure the wind,
which has been used to estimate vertical and horizontal wavenumbers of gravity waves
and their intrinsic and apparent frequencies [Hertzog et al., 2001]. Combination of lidar
measurements with radar provides the excellent possibility to investigate gravity wave
content from the troposphere up to the stratosphere [Schöch et al., 2004].

• The European Center for Medium-range Weather Forecasts (ECMWF) is an interna-
tional organization supported by 25 European states. The center provides weather fore-
cast data and manages a super-computer facility which provides resources for weather
forecasting research and computer modelling of the global weather. The ECMWF
data have a global coverage with a relatively accurate forecast in the height range 0–
30 km and gives us a description of the atmosphere, which we can interpret in terms
of ”weather” - rain, temperature, sunshine and wind. The ECMWF data are available
with a time resolution of 6 hours and as shown by Plougonven and Teitelbaum [2003],
can be used for the investigation of the generation of large-scale inertia-gravity waves
and their temporal-spatial behavior, but not for their evaluation. For gravity wave
modelling these data are used to initialize the Mesoscale Model (MM5) [Zülicke and
Peters, 2004].

• Satellites are able to give us considerable insight into the middle atmosphere. They
provide valuable real-time cloud photographs, locate and accurately track hurricanes
and typhoons, and carry many instruments used to measure the temperature, energy,
and vertical wavenumbers. The main advantage of satellite measurements is their
global, fairly uniform, coverage. However, a satellite needs approximately 36 days
for global description of the atmosphere over the Earth [Khattatov et al., 1996]. Satel-
lites are limited in their horizontal (10-15 km) and vertical (∼1 km) resolutions and
in the duration of the utilization of these expensive instruments. From this satellite
observation technique, horizontal winds and information near the wave source regions
in the troposphere cannot be obtained, but a global mapping of energy and a morphol-
ogy of gravity wave activity in the stratosphere can be derived [Preusse et al., 2000;
Tsuda et al., 2000; Ratnam et al., 2004]. As shown by Wu and Waters [1996], Jiang
et al. [2002], Jiang et al. [2004], gravity waves distribution, generation, propagation
and interaction with background atmospheric flows are investigated successfully by the
analysis of small-scale radiance variances from the Upper Atmosphere Research Satellite
(UARS) Microwave Limb Sounder (MLS).

• Rockets transport small, highly sensitive instruments up to mesospheric/lower ther-
mospheric heights. These allow measurements of temperature and trace constituent
concentrations. Rocket measurements give a snapshot of the atmosphere with a very
fine vertical resolution, but they are expensive. They must therefore be used sparingly
and do not have very good time coverage. With rocket measurements the tempera-
ture is measured with a high altitude resolution which enable us to study the spectra
of gravity waves in the mesosphere and their interactions with other atmospheric phe-
nomena like Noctilucent Clouds (NLC) [Rapp et al., 2002] or Polar Mesosphere Summer
Echoes (PMSE) (see Chapter 8). Furthermore, rocket experiments are used to trans-
port falling spheres into mesospheric heights to investigate the wind, the density and
the temperature in the middle atmosphere. The sphere is normally deployed at an
altitude 115 km where it free-falls under gravitational and wind forces. The surface of
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the sphere is metalized to enable radar tracking for position information as a function
of time in height range from 35 km up to 90 km, which is used to estimate the atmo-
spheric density, winds, pressure and temperature and also gravity waves [Eckermann
and Vincent , 1989; Schmidlin et al., 1991; Lübken, 1999; Müllemann, 2003].

A similar idea is applied in the foil chaff technique. The foils are released by the rocket
near the apogee point and form a foil cloud, which is then tracked by precision radar.
Very detailed information about horizontal winds can be achieved with measurements
of 50 points per second (50 Hz), which has been applied to investigate gravity waves in
the mesosphere [Wu et al., 2001].

• Aircraft observations can be used to measure following atmospheric parameter: tem-
perature, pressure, humidity, wind speed and direction, turbulence, icing, and the state
of the sky. The observation includes the position and the altitude of the aircraft and
time of observation. The main disadvantage is the time limitation of flight hours be-
cause they are expensive. But in situ aircraft observations enable us to operate high-
quality instruments during in flight. These measurements can be used for observations
of wind and temperature variances with further estimations of gravity waves, mostly in
combination with mesoscale models [Dörnbrack et al., 2002; Buss et al., 2004].

Additionally, gravity waves in the boundary layer are investigated by a microbarograph array
with pressure sensors forming a ground-based network [Hauf et al., 1996]. This technique
evaluates pressure fluctuations and has been used e.g. to analyze interactions between gravity
waves and deep convection in the atmosphere [Finke, 1995].

The techniques used for measurements are divided in two main groups, namely remote sensing
and in situ measurements. The radar, lidar, and satellite measurements belong to the remote
sensing experiments, whereas the radiosonde, falling sphere, rocket and aircraft measurements
are in situ observations. In situ means that the measurements are made directly on the
observed object usually with high accuracy at one single point. In remote sensing, where the
accuracy is generally lower, large areas can be covered with a single measurement. These
different characteristics mean that in situ and remote sensing measurements complement each
other. In situ techniques have advantages when studying details of a process, or when it is
sufficient to measure at one or a few different places, whereas remote sensing is preferable
when continuous measurements from a remote or inaccessible area are required, or large-areas
need to be covered.

Studies of different problems require measurement systems of varying accuracy and precision.
Usually it is necessary to find a compromise between spatial resolution and coverage, and the
exact balance is determined by the phenomena that are being studied. For global studies,
good coverage is essential, which generally limits the resolution. When studying local envi-
ronmental problems, resolution is often most important. If the measurements are performed
over a short time period, it is usually only relative changes that are important, and hence
high precision is required.

In the following we will concentrate on continuous radar measurements of winds to locate
accurately wave events in time scale and to resolve main characteristics of gravity waves with
high accuracy. Particular attention is devoted to the usage of collocated radars as a special
form of a radar network to improve the statistical reliability of the results as well as the
knowledge on the mesoscale behavior of gravity waves.



Chapter 4

Radar fundamentals

Radar is a general technique to observe different types of targets. A radar can be designed
to measure a bullet, while another may observe a planet. For each case different radar
frequencies are used to acquire data and to investigate different phenomena.

The targets of radar observations described in this thesis are clear atmospheric echoes from
the Earth’s atmosphere produced by fluctuations of atmospheric refractive index. We will
refer to this kind of radar as atmospheric radar. Atmospheric radars usually use frequen-
cies of MF/HF (1-30 MHz), VHF (30-300 MHz), or UHF (300 MHz-3 GHz) bands. Most
atmospheric radars observe a narrow angular range around the zenith with larger vertical
coverage.

In contrast to radiosonde data, which is usually spaced at least 3 or 6 hours apart and
restricted to altitudes below 35 km, the atmospheric radars offer the advantage of time
resolutions of a few minutes and, if powerful enough, can obtain measurements from altitudes
up to some 100 km, but with a gap between 25 and 60 km. The lowest observable height,
which is usually limited by the switching speed from transmission to reception, ranges from a
few hundred meters to several kilometers. The measurements with radar can be continuous,
but of course these observations require some reflectivity in the atmosphere. In this chapter
we give an overview of the atmospheric radar technique. The main concepts discussed here
are well described e.g. in Atlas [1990], Doviak and Zrnic [1984] and Lafaysse [1994].

4.1 Radio Refractive Index and Radar equation

Characteristics of the atmosphere seen by radio waves in the absence of liquid water is
expressed in terms of the refractive index n which is defined as

n =
c

υ
, (4.1)

where c is the speed of light in free space and υ is the velocity of the radiowave in the air.
Macroscopic changes of n in space cause refraction or reflection, and microscopic changes
cause scattering. Both processes are used by atmospheric radar.

Major contributions to n at frequencies of MF/HF to UHF bands are expressed approximately
as [Balsley and Gage, 1980]

n− 1 =
3.73× 10−1e

T 2
+

77.6× 10−6Pa

T
− 40.3

Ne

f2
0

, (4.2)

25



26 CHAPTER 4. RADAR FUNDAMENTALS

where e (mb) is the partial pressure of water vapor, Pa (mb) is total atmospheric pressure,
T (K) is absolute temperature, Ne is the number density of electrons per m3, and f0 is the
operating frequency in Hz.

The first term, proportional to e/T 2, represents the contribution from water vapor. As it
is well known, the water molecule has a dipole moment, which varies with frequency. At
extremely high frequency of light, only the polarized electric field of the water molecules
counts for the refractivity. At lower frequencies of radiowave, the water molecules are not
only polarized but they also reorient themselves rapidly enough to follow the changes of
electric field. As a result, the contribution of the water vapor to n is greater for radio than
for optical frequencies [Battan, 1973].

Above the tropopause height of 10-15 km, the partial pressure of water vapor becomes neg-
ligibly small. The second term, proportional to P/T , due to dry air becomes dominant in
this region. Since the major constituents of the Earth’s atmosphere, N2 and O2, do not
change their mixing ratio largely throughout the middle atmosphere of up to around 100 km,
the coefficient stays unchanged. Unlike the first term due to the water vapor, this term is
frequency independent, being the same for light and radio waves.

While these two terms concern the neutral atmosphere, the third term, proportional to Ne,
gives the contribution from free electrons. This term is negligible below about 50 km, but is
dominant at ionospheric heights above 60-70 km.

Using the differences in the echo characteristics, the scattering processes are divided in fol-
lowing groups:

a) Bragg scatter or turbulence scatter results from irregularities in the refractive index,
which is randomly distributed in the observed radar volume [Balsley and Gage, 1980];

b) Fresnel reflection or partial reflection is produced by stable horizontal layers with a
distinct refractive index gradient, which yields a strong, slowly varying signal [Röttger ,
1980];

c) Fresnel scatter or diffuse reflection occurs when several or many refractive index dis-
continuities exist, which produce a strong coherent signal [Gage et al., 1981].

These scatter mechanisms are presented in Figure 4.1. The Bragg scatter has a scale size
of one-half the radar wavelength and results into homogenously random radar echoes. The
Fresnel reflection produces a sharp peak in the echo power, whereas in the case of the Fresnel
scatter the radar echoes appears as a series of smaller peaks. The discrimination between
the Fresnel scatter and Fresnel reflection depends on the height resolution ∆z of the radar
experiments.

Scattering from fluctuations in the refractive index n dominates the received echo of the
atmospheric radar. Statistical fluctuations of the electron density due to random thermal
motion of electrons and ions can be strong enough in the ionosphere to cause detectable
scattering. This component is called incoherent scattering because scattered waves from
individual electrons are random in phase. Rapidly increasing with height, echo power is then
proportional to the number of electrons illuminated by the radar.

Fluctuations due to atmospheric turbulence are known to be the major source of scattering in
the upper stratosphere and mesosphere. This component is often called coherent scattering
in contrast to the incoherent scattering in the ionosphere. The main difference of coherent
scattering from incoherent scattering is that fluctuations of n are caused by macroscopic
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Figure 4.1: Schematic representation of the refractive index variations ∆n. The radar range
is indicated by ∆z. (After Röttger and Larsen [1990]).

motions of air parcels with a large number of molecules and/or electrons, which contribute
to the scattered electric field coherently in phase.

The strength of the received echo as a function of radar parameters and scattering cross
sections is given by the radar equation, which has been formulated for a variety of situations
[Tatarskii , 1961; Gage and Balsley , 1980; Doviak and Zrnic, 1984]. Here we will only quote
the equations for the two cases, uniformly distributed targets and single sharply bounded
discontinuity.

For isotropic scattering from distributed targets, the received power for scattering of a radar
pulse of length 4R at range R0 is given by

Pr =
π

64
PtAeαr4R

R2
0

ηr, (4.3)

where Pt is the transmitted power, Ae is the effective antenna area, αr is the total efficiency
factor of the system, and ηr is the volume reflectivity. As the volume illuminated by the radar
increases with the square of range, the volume scatter has an inverse square dependence on
radar range, in contrast to the R−4

0 dependence of a point scatter.

For reflection from a single horizontal layer, which is sharply bounded, i.e. Fresnel reflection,
the radar equation is given as

Pr =
PtA

2
e

4λ2
rR

2
0

|ρr|2 , (4.4)

with λr the radar wavelength and ρr the amplitude reflection coefficient.
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With the appropriate expressions for the volume reflectivity ηr and the amplitude reflection
coefficient ρr, the power of the radar echoes can be computed.

4.2 Beam forming

To get information for a range 4R, pulsed operation is usually used to discriminate the
distance R0 (Figure 4.2). Radar pulses of a certain duration 4tT are transmitted at time
intervals of the inter-pulse-period Tipp (Pulse 1). An echo pulse received at time TR after
transmission (Pulse 2) has then travelled over a distance cTR, where c = 3 · 108 m/s is
the speed of light. For a mono-static radar, i.e. a radar with collocated transmitting and
receiving antennas, this echo can then be attributed to a scatterer at range R0 = cTR/2 from
the radar in the beam direction. Due to the limited bandwidth of the receiving path, the signal
detected at the receiver at time TR after transmission is effectively an average over a time
interval 4tR. For optimal operation, the receiver bandwidth is matched to transmitted pulse
so that 4tT = 4tR = 4t. The echo pulse then contains information about the range interval
from R0 − c4t/2 to R0 + c4t/2. Usually, the range resolution is expressed as 4R = c4t/2,
which corresponds to the full-width half-maximum of the weighted function. If the echoes
from distant ranges are strong enough, range aliasing can occur (Pulse 3). Here the echo
pulse is received after another pulse has been transmitted, and it is not clear, to which of the
transmitted pulses the echo belongs. However, as the power of volume-scattered radar echoes
has an inverse square dependence on radar range, the range-aliased echoes are generally much
weaker than the direct ones. A high maximum unaliased range and small height resolution are
desirable for most applications, but, in practice, the choice is limited by radar parameters like
transmitted power and receiving bandwidth. Increasing the inter-pulse-period Tipp increases
the maximum unaliased range

Rmax
0 = c

Tipp −4t

2
, (4.5)

but it also decreases the average transmitted power

Pt =
4tT
Tipp

Pt, (4.6)

where Pt is the (peak) transmitted power, and, hence, decreases the maximum range of usable
radar echoes. The height resolution 4R of a radar system is limited by the bandwidth of the
(receiving) system and the requirement of sufficient average transmitted power Pt.

4.3 Radar measurements of wind

To make use of the backscattered signals from atmosphere in a qualitative manner in terms
of physical parameters of geophysical interest, we apply the Taylor-hypothesis, that these
scatters move with a mean wind u = (u, v, w), so that the determination of the 3-dimensional
wind vectors is possible by measuring the motion of the scatters.

There are at least two different approaches for the determination of the mean winds. One is
called the ”Doppler Beam Swinging” (DBS) method and utilizes large antenna arrays with
correspondingly narrow radiation patterns by measuring the Doppler frequencies for different
radar beams tilted sequentially in different directions. The second class is called the spaced
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Figure 4.2: Range-time diagram of pulsed radar operation, where TR is the received pulse
time, Tipp is pulse interval, 4R is the range resolution, R0 is range to target, 4tT and 4tR
are pulse durations (After Röttger [1989]).

antenna method and calculates the winds by correlation analyses of simultaneously sampled
time series of spatially separated (spaced) antennas/receiving channels.

4.3.1 Doppler techniques

The Doppler frequency shift of echoes fd from a moving target relative to the radar is given
by

fd =
2f

c
υd, (4.7)

where υd is the line-of-sight component of the velocity vector v of the target relative to
the radar. Since the maximum velocity encountered in the atmosphere is about 100 m/s,
|fd| < 1 kHz for any frequency f of less than 1 GHz. A typical value of fd for 50 MHz radar
is, for example, around 3 Hz, which corresponds to a line-of-sight velocity of 9 m/s. The
line-of-sight velocity measured by a radar with the Doppler technique is the projection of
velocity vector to the radial direction.

The Doppler-Beam-Swing (DBS) method makes use of multiple antenna beams, which are
oriented in different directions (Figure 4.3). The velocity vector is computed from the line-
of-sight velocities from these directions. Here we use the assumption that the velocity field
is uniform in space and time over the volume which contains the range cells used to compute
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a velocity vector.
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Figure 4.3: The principles of three dimensional velocity measurements with the spaced an-
tenna drifts and the Doppler beam swinging method in the troposphere, stratosphere and
mesosphere (After Röttger [1989]).

The line-of-sight component of the wind velocity vector v = (υx, υy, υz) at a given height is
expressed as

υd = v · i = υx cos θx + υy cos θy + υz cos θz, (4.8)

where i is a unit vector along the antenna beam direction, and θx, θy and θz are the angles
between i and x, y and z axis, respectively. If we measure υd at three different beam directions
i1, i2 and i3, we can obtain an estimate of v as

v =




cos θx1, cos θy1, cos θz1

cos θx2, cos θy2, cos θz2

cos θx3, cos θy3, cos θz3




−1 


υd1

υd2

υd3


 (4.9)

If we observe more than three directions, then the estimation of v is realized by the least-
squares method, minimizing the residual of the following expression:
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ε2
υ =

m∑

i=1

(υx cos θxi + υy cos θyi + υz cos θzi − υdi)2, (4.10)

where m is the number of beam directions. The necessary condition for v to give the minimum
is that partial derivatives of ε2

υ with respect to all three components of v are zero:

∂ε2
υ

∂υj
= 0 (j=x, y, z). (4.11)

This set of equations can be solved in terms of v as

v =




∑
cos2 θxi,

∑
cos θxi cos θyi,

∑
cos θxi cos θzi∑

cos θyi cos θxi,
∑

cos2 θyi,
∑

cos θyi cos θzi∑
cos θzi cos θxi,

∑
cos θzi cos θyi,

∑
cos2 θzi




−1 


∑
υd1 cos θxi∑
υd2 cos θyi∑
υd3 cos θzi




(4.12)

where the summations are taken for i = 1 to m.

A potential problem with the Doppler technique is the accurate determination of the effective
beam pointing angle which is smaller than the antenna beam direction due to anisotropy of
scatterers [Hocking et al., 1990]. But estimate of aspect sensitivity of radar echoes enable to
calculate the effective beam pointing angle [Rüster , 1994a].

4.3.2 Spaced Antenna techniques

In the spaced antenna (SA) method, the diffraction pattern produced by a vertically directed
radar beam scattering of irregularities in the atmosphere is sampled at a number of spaced
receiving antennas (Figure 4.3). Each of the antennas essentially samples a cross section of
the diffraction pattern. In the presence of horizontal wind, the fluctuations in echo strength
at spaced antennas show relative time displacements, from which the apparent velocity v of
the diffraction pattern on the ground can be calculated.

The history of spaced antenna technique [Briggs et al., 1950] has been reviewed by Briggs
[1993], and theoretical details are summarized in Briggs [1984]. Here we will consider only
the principle of the technique.

The space-time correlation function of the received signal pattern q(x, y, z) on the ground
plane is

ρc(ξ, η, τ) =
〈q(x, y, z)q(x + ξ, y + η, t + τ)〉

|q(x, y, z)|2 , (4.13)

where 〈〉 means to take an ensemble average, which is often replaced by a temporal average
in practical applications. This correlation function represents the statistical relations of the
signal pattern at two points with a separation (ξ, η) on the ground and with a time difference
of τ . For stationary pattern, we assume that the correlation function has a form

ρc(ξ, η, τ) = ρc(Jξ2 + Oη2 + Kτ2 + 2Mξη). (4.14)
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This assumption implies that the spatial and temporal correlations have the same functional
shape, but the shape is arbitrary. Although this is not real in a rigorous sense, it is an
acceptable approximation for most of the correlation functions at least around their origin.

We next suppose that the pattern is moving with a velocity v = (υx, υy). If we move
the coordinates also at this velocity, then Equation 4.14 remains unchanged for the moving
coordinates. The expression for the stationary coordinates is therefore obtained after a linear
transformation of coordinates that

ρc(ξ, η, τ) = ρc

{
J(ξ − Vxτ)2 + O(η − Vyτ)2 + Kτ2 + 2M(ξ − Vxτ)(η − Vyτ)

}
, (4.15)

which is rewritten as

ρc(ξ, η, τ) = ρc(Jξ2 + Oη2 + Kτ2 + 2Fξτ + 2Gητ + 2Mξη). (4.16)

If we have two spaced receivers, we can determine the shape of the cross-correlation as a
function of τ for a given set of (ξ, η). Since Equation 4.16 is a function of second-order
polynomial of τ , it is possible to determine three unknowns by fitting them to the measured
cross-correlation function. It is thus clear that three spaced receivers, which provide us with
two sets of independent cross-correlation functions, are sufficient to determine all coefficients
in Equation 4.16. If we have more than three receivers, we can determine the coefficients in
a least-squares manner as in the case of the DBS method (Section 4.3.1).

Once the coefficients are determined, we can retrieve the velocity vector v from these coeffi-
cients. By comparing Equations 4.15 and 4.16, we obtain

Jυx + Hυy = −F

Oυy + Hυx = −G (4.17)

These equations can be readily solved to give (υx, υy). The vertical component of the velocity
vector needs to be determined separately from the Doppler shift of the echo.

From a practical point of view, the DBS and SA methods have their own advantages and
disadvantages. The DBS is a straightforward mathematical method. However, it uses differ-
ent volumes for analysis with approximation of uniform velocity. The SA method is a more
complicated estimation of space-time correlation function determined from a single volume
of the target. SA technique requires at least three sets of small receiving antennas and re-
ceivers with equal capability. The DBS method requires, on the other hand, a steerable larger
antenna. The aspect sensitivity plays an important role in DBS technique, whereas in SA
analysis the influence of noise on the correlation function takes place. The accuracy of the
velocity estimates is known fairly well for the DBS method. The accuracy in the SA method
shows some more dependencies from antenna spacing, noise, record length.

4.4 Description of the radars

The investigations presented in this thesis are based on observations mainly made by col-
located radars. At midlatitudes we used the OSWIN-53.5 MHz-VHF radar (Ostsee Wind
Radar) located at Kühlungsborn and the 482 MHz-wind profiler at Lindenberg. At high
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latitudes in the vicinity of the Scandinavian mountain ridge we processed data from the
ALOMAR VHF Radar ALWIN in Andenes and Esrange MST Radar in Kiruna. Details of
the radar parameters used are summarized in Tables 4.1 and 4.2.

4.4.1 OSWIN VHF radar and UHF wind profiler

OSWIN VHF radar UHF wind profiler

Geographical location 54.1◦N , 11.8◦E 52.2◦N , 14.1◦E

Operating frequency 53.5 MHz 482 MHz

Peak power/duty cycle 90 kW/ 5 % 16 kW/ 10 %

Transmitting antenna 144 Yagi array Phased array (CoCo)

Antenna aperture (area) 1900 m2 140 m2

Half-power beam width 6◦ 3◦

Pulse length 4 µs 3.3 µs

N of transmitter/receiver 6 1

Code Single pulse 8-bit-Complementary code

Coherent integration 128 30

Vertical resolution 300 m 250 m

Altitude range 1 - 18 km 2.7 - 16.0 km

Time resolution ∼ 1 min ∼ 33 sec

Methods DBS, (SA) DBS

Table 4.1: Parameters of the VHF radar OSWIN at Kühlungsborn and the UHF wind profiler
at Lindenberg

The OSWIN VHF radar has been operating at Kühlungsborn since autumn 1999. The radar
system was designed for continuous measurements and is running either in the spaced antenna
(SA) or in the Doppler Beam Swinging mode (DBS). The antenna array consists of 144 four-
element Yagis resulting in a transmitting half-power beam width of 6◦. The beam is steerable
in the vertical direction and towards the North, East, South, and West with an off-zenith
angle of 7◦. For the investigations presented here, we used 1024 point complex time series
sampled with 0.05 s. The radar resolves a height region from 1 to 18 km. Data are averaged
over 30 min for further investigations.

The 482 MHz wind profiler belongs to the Meteorological Observatory Lindenberg of the
German Weather Service (DWD). The wind profiler is a fully coherent Doppler radar system
with an additional RASS (Radio Acoustic Sounding System) component to estimate sound
virtual temperatures [Gurvich et al., 1987]. It has been in operation since August 1996
as a prototype system for a planned operational DWD profiler network [Lehmann et al.,
2003]. Wind measurements are carried out in the DBS mode using the vertical and four
oblique beam directions with an off-zenith angle of 15◦ [Hogg et al., 1983]. In contrast to
the data processing technique used with the OSWIN VHF radar a statistical method for the
incoherent integration of 17 individual spectra has been applied to reduce the noise variance
and to suppress intermittent clutter contamination [Merritt , 1995].
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4.4.2 ALOMAR VHF radar ALWIN and Esrange MST radar

Both radars, the ALOMAR VHF Radar ALWIN in Andenes and Esrange MST Radar in
Kiruna, separated by about 200 km, have comparable characteristics. They are using the
same antenna size and nearly the same operation frequency 53.5 and 52.0 MHz. Some details
of the radar parameters are summarized in Table 4.2.

ALWIN VHF Radar Esrange MST Radar

Geographical location 69.2◦N , 16.0◦E 67.9◦N , 21.9◦E

Operating frequency 53.5 MHz 52.5 MHz

Peak power/duty cycle 36 kW/ 5 % 72 kW/ 10 %

Transmitting antenna 144 Yagi array 144 Yagi array

Antenna aperture (area) 1900 m2 2025 m2

Half-power beam width 6◦ 5◦

Pulse length 4 µs 4 µs

N of transmitter/receiver 6 6

Code Single pulse Single pulse

Coherent integration 256 256

Vertical resolution 300 m 300 m

Altitude range 1 - 18 km 1 - 18 km

Time resolution ∼ 2 min ∼ 2 min

Methods DBS, SA(FCA) SA(FCA)

Table 4.2: Parameters of the VHF radar ALWIN at Andenes and the Esrange MST radar at
Kiruna

The Esrange 52.0 MHz VHF radar (ESRAD) [Chilson et al., 1999] as well as the Andenes
53.5 MHz VHF radar (ALWIN) [Latteck et al., 1999] measure wind parameters in the ST
mode at the height range of 2-18 km with a resolution in height of 300 m and in time of
2 min, respectively. The transmitter and the data acquisition system were built by ATRAD
(Atmospheric Radar Systems Pty. Ltd, Thebarton, S.A., Australia). Wind measurements are
carried out in the SA mode using the Full Correlation Analysis (FCA) method. For further
investigations in this work the data are also averaged over 30 minute intervals.

4.4.3 Comparisons with ECMWF data

The advantage of radar technique is evident by a comparison of the winds measured by radars
with the reanalysis data from the European Center for Medium-Range Weather Forecast
(ECMWF). Such analyses of operational centers, available with a temporal resolution of
6 hours are commonly used in observational studies to describe the synoptic-scale situation
within which smaller-scale phenomena are investigated from measurements.

For example, 6 hourly averaged mean zonal and meridional winds measured by the OSWIN
radar from 14 December to 22 December 1999 are shown in Figure 4.4(a,b). The mean zonal
and meridional winds derived from the ECMWF reanalysis data for the same period are
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shown in Figure 4.4(c,d).

The wind fields show similar structures in the troposphere and lower stratosphere. The zonal
wind increases until the end of 18 December and then decreases. The ECMWF zonal wind
has the more denoted peak in the time as well as in the height. The maximum averaged
radar wind is 40 m/s, whereas the wind maximum derived from ECMWF at about 9 km is
50 m/s. The meridional winds show two similar minima at 21 UT 16 December, and 21 UT
20 December. The minimum jet stream reaches the value -35 m/s at the heights between
8-9 km. But the wind from the radar measurements resolves a higher variability due to the
better time resolution, as shown in Figure 4.4(e,f), which show the zonal and meridional
winds with a time resolution of 30 minutes. The amplitude of winds varies from -10 m/s up
to 50 m/s and from -40 m/s up to 20 m/s for in zonal and meridional directions, respectively.
This gives a good opportunity to investigate atmospheric phenomena like gravity waves with
a high temporal and spatial resolution.
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Figure 4.4: Six hourly averaged mean zonal and meridional winds measured by OSWIN
radar (a,b) and derived from ECMWF reanalysis data (c,d) at Kühlungsborn from 14 - 22
December 1999. (e,f) are the same as (a,b), but with a better time resolution of 30 min. The
shaded area shows the heights where radar data are unavailable.



Chapter 5

Detection of gravity waves

The calculation of gravity wave parameters is based on wind perturbations, which have been
estimated from the wind measurements after linear interpolations to substitute missing values.
In general the perturbations can be described by variations of amplitude ψ(x, z, t) of the wind
components

ψ(x, y, z, t) = |ψ| · exp(i(kx + ly + mz − ωobt)), (5.1)

where k, l, m are zonal, meridional and vertical wavenumbers, respectively, and ωob is the
wave frequency, observed at a fixed location.

In practice, the wind profile often contains a superposition of different gravity waves and
these waves may be quite different in frequency and wavelength and appear at a definite time
and height. In order to get meaningful results, these waves have to be detected and isolated.

The Fourier transform is well known and a widely used technique in spectral analysis for
many years. It allows to investigate spectral distribution of the waves, to separate dominant
frequencies and suppress unwanted perturbations. As improvement of the Fourier transform,
the wavelet technique is becoming a powerful tool for the examination of localized variations.
Both methods discussed in the following chapter are used to filter gravity waves from radar
wind measurements. Finally, the bispectral analysis is presented as a technique to investigate
whether additional gravity waves have been generated by nonlinear wave-wave interactions
between different waves.

5.1 Bandpass filtering with a Fourier technique

The estimation of wind perturbations from measured mean winds can be done easily by sub-
straction of trends or fitted polynomials. A more appropriate way consists in the application
of digital band pass filtering techniques with well defined bandwidths. Here we are applying
a bandpass filtering with the Fourier technique by using the Fast Fourier transform for the
detection and separation of waves with dominant frequencies.

The block-scheme of the filtering applied on time series of horizontal winds is presented in
Figure 5.1, starting with measured winds (upper left panel) to get finally the wind perturba-
tions (lower right panel). Suppose that we have a signal in a certain frequency band that we
want to filter (Figure 5.1a). The application of the FFT transform on discrete sampled data
assumes that the samples can be continued without jumping transition, to avoid sidelobes
and unwanted responses. Therefore, the signal is multiplied by the Hanning window (Fig-
ure 5.1b,c). Then the mean contribution of each frequency can be obtained by application

37
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of the Fourier transform routines (Figure 5.1d). By the removing of unwanted harmonics we
can select the frequency range of interest (Figure 5.1e). The last step is the reconstruction
of wind perturbation profiles, consisting of the wanted perturbations, using an inverse Fast
Fourier transform and dividing by Hanning window (Figure 5.1f). The same idea is used
for the filtering with Fast Fourier transform applied on vertical profiles of horizontal winds
(Figure 5.2).

Such two dimensional filtering with the Fourier transform has been successfully applied to
investigate gravity waves, e.g. by Cho [1995], Sato et al. [1997] and Thomas et al. [1999].

Figure 5.1: Block-scheme of filtering with Fast Fourier transform applied on wind time series
(a) to separate wind perturbations (f).

Due to the assumed continuity and stationarity of signals in the FFT analysis there is no
information about time and height dependence of wave perturbations. One way to solve this
problem consists in the application of wavelet analysis as described in the next section.

5.2 Detection of wave packets by wavelets

In Fourier transform for each wavelength a single sine wave is fitted over the considered entire
time range. In other words, amplitude and phase give the average contribution of all waves of
the respective wavelength present anywhere within the whole data set. Therefore, the Fourier
analysis cannot resolve the wave position in time or height for wave perturbations existing
for a limited time.
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Figure 5.2: Block-scheme of filtering with Fast Fourier transform applied on vertical profiles
of horizontal winds (a) to separate wind perturbations (f).

A useful tool to solve these difficulties and analyze localized variations is the wavelet analysis
which have a possibility to resolve waves in frequency domain as well as in the time or
height. More detailed review of wavelet applications in geophysics can be found in Kumar
and Foufoula-Georgiou [1997], Torrence and Compo [1998] and Zink and Vincent [2001].

The following simple example shows the advantages of the wavelet transform. Considering
two signals y1(t) and y2(t) with periods 64 s and 32 s, we can compose the sum of both
(Figure 5.3a)

y1(t) = 2 ∗ sin
(

2πt

64

)
+ 3 ∗ sin

(
2πt

32

)
(5.2)

and the sequence of both (Figure 5.3d)

y2(t) =





2 ∗ sin
(

2πt
64

)
, 0 ≤ t < 150;

3 ∗ sin
(

2πt
32

)
, 150 ≤ t ≤ 300,

(5.3)

where t is the time in seconds.

The Fast Fourier Transform (Figure 5.3b, e) shows both harmonics, but there is no informa-
tion about the time dependence in frequency. The wavelet transform (Figure 5.3c, f) shows
exactly that in the second case we have the period ≈ 64 s during the first half of the signal
and the period 32 s in the second one.
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Figure 5.3: Fast Fourier (b, e) and Wavelet (c, f) transforms of signals consisting from sum
(a) and sequence (d) of two frequencies.

The term ”wavelets” refers to a family of small waves generated from a single wave, the
so-called mother wavelet, by a series of dilations and translations. To be called a ”wavelet” a
function should be well localized in time and frequency, and its average should be zero [Farge,
1992]. These requirements are often called ”admissibility conditions” and appropriate wavelets
are characterized as ”admissible”.

The wavelet transform W (t, s) itself denotes the correlation between the original function
ψ(t), where ψ(t) represents the perturbations (Equation 5.1) observed at a fixed location,
either for a constant height or time, and the version of the mother wavelet g( t−b

s ), which is
scaled with a factor s and translated by a dilation b. Mathematically, the continuous wavelet
transform is defined as

W (t, s) =
1
s

∫ +∞

−∞
ψ(t)g∗(

t− b

s
). (5.4)

The choice of the mother wavelet is an important point in the wavelet transform. Since the
horizontal wind perturbations of the gravity waves can be considered as amplitude-modulated
sine waves, the selection of the Morlet wavelet seems to be reasonable, because the Morlet
wavelet is nothing else than the plane wave modulated by a Gaussian function (Figure 5.4a).
Its representations in time, g(t), and Fourier space, G(ω), are given by

gmorlet(t) = π−1/4eiω0te−t2/2, (5.5)

Gmorlet(sω) = π−1/4H(ω)e−(sω−ω0)2/2, (5.6)

where ω0 is the order of the wavelet, H(ω) is a Heaviside step function, which is equal to 1
if ω > 0 and H(ω) = 0 otherwise, and s is wavelet scale.
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(a) Morlet wavelet

(b) Paul wavelet

Figure 5.4: Left: real part (solid) and imaginary part (dashed) for the wavelets in the time
domain. Right: corresponding wavelets in the frequency domain. The scale s was chosen to
be 1. (a) - Morlet wavelet (ω0 = 6), (b) - Paul wavelet (ω0 = 4).

Using the convolution theorem, the wavelet transform (Equation 5.4) can also be be expressed
in Fourier space as inverse Fourier transform of the product:

W (t, s) = F−1 (G∗(sω)F (ω)) , (5.7)

where F (ω) is the Fourier transform of the signal, and G∗(sω) is the conjugated Fourier
transform of the scaled wavelet. The block-scheme of the wavelet transform for vertical
profiles of horizontal winds is presented in Figure 5.5.

Figures 5.5(a) shows a measured vertical profile of zonal wind, which is then extended up to
64 points (Figures 5.5b). Then the Fourier spectrum of the signal (Figures 5.5c) is multiplied
by the spectra of the Morlet wavelet with different scales s (Equation 5.7). Figures 5.5(d)
and (e) show an example of Morlet wavelet spectrum and the result of spectra multiplication
for the scale s corresponding to the vertical wavelength 4 km. Finally, after the inverse
Fourier transform the wavelet spectrum (Figure 5.5f) is estimated representing the frequency
content of the vertical profile in dependence from height.

Wavelet transforms have been applied to time series of the zonal and meridional winds for
constant height ranges as well as on wind profiles versus height for fixed time intervals.
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Figure 5.5: Block-scheme of the wavelet transform applied on vertical profiles of horizontal
winds to get an information on dominant vertical wavelengths.

The significance of the results depends on the mother wavelet and the sample length, which
is reduced at the boundaries of the time and height intervals, respectively [Torrence and
Compo, 1998]. To minimize such boundary effects, we decided to apply the Paul wavelet
(Figure 5.4b) with the order of 4 on the vertical profiles of horizontal winds due to their short
record lengths:

gpaul(t) =
2ω0iω0ω0!√

π(2ω0)!
(1− it)−(ω0+1) , (5.8)

Gpaul(sω) =
2ω0

√
ω0(2ω0 − 1)!

H(ω)(sω)ω0e−sω, (5.9)

where ω0 is the order taken to be 4 to make the wavelet admissible. This wavelet leads to
a better height localization of the dominant vertical wavelengths and smaller influences of
the boundary effects, as shown by Torrence and Compo [1998]. For the wavelet transforms
of time series for constant heights, the Morlet wavelet (with the order of ω0 = 6 due to the
admissibility condition) has been applied resulting in a accurate frequency localization of the
dominant observed periods. With the Morlet wavelet, the influence of limited data on the
boundaries are larger in comparison with the Paul wavelet. However, with continuous radar
measurements there are no problems to extend the time series. Details of the choice of the
wavelet function can be found in Torrence and Compo [1998].

Because most of the wavelet functions are complex, the wavelet transform W (t, s) is also
complex, therefore the wavelet power spectrum is defined as |W (t, s)|2. The wavelet scale s
does not directly correspond to a Fourier wavelength λ. The relationship between the Fourier
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period and the equivalent wavelet scale can analytically be derived by substituting a cosine
wave of a known frequency into Equation 5.7 and calculating at which scale s the wavelet
power spectrum has a maximum. For the Morlet wavelet with ω0 = 6, this leads to a value of
λ = 1.03s and for the Paul wavelet of the order 4 this leads to a value of λ = 1.39s [Torrence
and Compo, 1998]. Using Equation 5.7 one can calculate the continuous wavelet transform
for different scales s at all time points simultaneously to estimate efficiently the dependence
of dominant periods on the time.

Figure 5.6: The sum of wavelet spectra applied to the zonal and meridional winds. The left
panel (a) shows the wavelet transform of time series averaged over the altitude range from
5.45 to 5.75 km. The right panel (b) shows the wavelet transform applied to vertical profiles
of horizontal winds averaged in time. (After Serafimovich et al. [2005]).

The results of the wavelet analysis applied on the wind time series and vertical profiles of
horizontal winds are presented in Figure 5.6 by the sum of wavelet power spectra of the zonal
and meridional wind components measured with OSWIN VHF radar at Kühlungsborn. From
the wavelet transform of the wind time series averaged in height from 5.45 km to 5.75 km,
shown in Figure 5.6(a), we detect the wave events with significant periods of about 12 h and
6 h on December, 17th. Furthermore, we find significant waves with vertical wavelength in
the order of 2 - 4 km near the tropopause region from the wavelet transforms of vertical wind
profiles averaged in time (Figure 5.6b). However, we cannot resolve vertical wavelengths
larger than ∼8 km due to the used vertical resolution and the record length available with
the radar experiments. Figure 5.6 shows only the application of the wavelet transform. More
detailed analyses and physical meaning are described in Section 7.1.2.

5.3 Improved bandpass filtering with a Fourier technique

Application of wavelet analysis gives clearer insight to the frequency content of the measured
data. Usage of the additional information from wavelet transform assists to improve a FFT
filtering routine by a more accurate definition of the frequency band.

Evaluating information from the wavelet transform, suitable filter parameters are defined
for different time and height ranges to identify the waves with distinct periods. Band-pass
filtering has been carried out using the Fast Fourier transform to extract the signals with
dominant frequencies. Considering the case shown in Figure 5.6, one filter was constructed
with a bandwidth of 8 - 18 h in the time and 2 - 4.5 km in the height domain to study the
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waves with dominant observed periods of about 12 h.

Figure 5.7: Zonal wind perturbations at Kühlungsborn on 17 December 1999 after band pass
filtering with bandwidths of 8-18 h in time and 2-4.5 km in height (After Serafimovich et al.
[2005]).

The resulting perturbations of the zonal winds at Kühlungsborn are shown in Figure 5.7.
From Equation 5.1, the dashed lines indicate constant phases of the dominant wind pertur-
bations

mz − ωobt = const. (5.10)

The vertical and temporal distances between the phase lines correspond to the vertical wave-
length and the observed main period, respectively. The results confirm the information from
the wavelet transform as shown in Figure 5.6 with dominant periods of ∼12 h in the tropo-
sphere and vertical wavelengths of ∼3.2 km. For the analysis of those waves with periods
smaller than 10 h the filter with a bandwidth of 2 - 8 h in the time and 2 - 4.5 km in the
height was applied.

These results and further details to estimate gravity wave parameters are described in Sec-
tion 7.1.

5.4 Down- and upward directed ground-based phase propa-
gation

One particular property of gravity waves are different signs of the intrinsic vertical phase
speed and of the intrinsic vertical group velocity. This is not always true for the ground-
based vertical phase velocity because in some cases the Doppler-shift between ωob and ω̂
(Equation 2.9) leads to a negative ground-based frequency ωob, so that in this case the
ground-based vertical phase propagation has the same sign as the energy propagation of the
wave packet. In order to identify a gravity wave source region, not only the phase velocity
but also a group velocity has to be analyzed. As shown by [Kuo et al., 2003], upward and
downward energy propagating waves with the same frequency may be created simultaneously
in the same place leading to a presence of multiple waves with upward and downward phase
velocities. The separation of these waves is achieved by filtering of the negative and positive
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parts of spectra and allows us to examine which waves are prevailing. In combination with
knowledge about the sign of ωob we are able then to estimate the dominant direction of energy
propagation.

The ground-based vertical phase velocity of a gravity wave is determined as υpz = ωob/m.
It means that downward phase propagating waves have either a negative observed frequency
ωob < 0 and positive vertical wavenumber m or a positive observed frequency and negative
vertical wavenumber. For upward phase propagating waves observed frequency and vertical
wavenumber have the same signs. Thus, by application of two-dimensional filters which
select between positive and negative frequencies the separation of the wave with opposite
phase propagation is achieved.

Figure 5.8 presents schematically the bandpass filters applied to the wind field with cutoff fre-
quencies of 2π/18 h and 2π/8 h and vertical cutoff wavenumbers of 2π/4.5 km and 2π/2 km.
The shaded areas in the four quadrants present the vertical and temporal scales that are
passed by the filter.

Figure 5.8: Schematic illustration of several bandpass filters in the frequency-wavenumber
domain. The filter bands are 8–18 h in time and 2–4.5 km in height. The filters select upward
and downward (a), only upward (b), and downward (c) phase propagating waves. (After Zink
[2000]).

The separation is achieved by application of band pass filtering with Fourier analysis described
in Section 5.1. For example, if we apply filtering in time and height domains with the following
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reconstruction of positive parts of the spectrum only, we will have a wave with the upward
phase propagation (Figure 5.8b, quadrant I). On the other hand, if we reconstruct the part
of the spectra with positive ω and negative m (Figure 5.8c, quadrant IV) we will have a wave
with the downward phase propagation.

For example, in Figure 5.8(a) all positive and negative frequencies are filtered, resulting in
zonal wind perturbations with downward and upward phase propagation (Figure 5.9a). In
Figure 5.8(b) only positive or only negative observed frequencies and vertical wavenumbers
are filtered, resulting in wind perturbations with upward phase propagation (Figure 5.9b).
The downward phase propagating waves (Figure 5.9c) are estimated by application of a
filter selecting waves with either positive ωob and negative m or negative ωob and positive m
(Figure 5.8c).

Figure 5.9: Zonal perturbation velocity fields. The time filter band is between 8-18 h, and
height filter band is between 2-4.5 km. Figure on the top (a) corresponds to the waves with the
downward and upward directed ground-based phase propagation. Left figure (b) corresponds
to the waves with upward directed ground-based phase propagation only. Right figure (c)
corresponds to the waves with the downward directed ground-based phase propagation.

Figure 5.9 shows clear wave packages on 17-18 December and the domination of downward
phase propagating waves. The amplitudes of these waves (∼3.7 m/s) are larger than ampli-
tudes of the waves with upward directed ground-based phase propagation (∼2 m/s). If the
sign of ωob is negative downward energy propagation will dominate, and vice versa if the sign
of ωob is positive upward energy propagating waves will prevail.

5.5 Bispectral analysis

Various observational results [Rüster , 1992; Clark and Bergin, 1997] and theoretical studies
[Vial and Forbes, 1989; Teitelbaum et al., 1989; Teitelbaum and Vial , 1991] show the impor-
tance of nonlinear wave interactions in the atmosphere resulting in generation of secondary
waves. The radar measurements sometimes show considerable temporal variations in the
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amplitude and phase of long waves together with the presence of other shorter period waves
[Rüster , 1994b]. Possible sources for these shorter waves are convection, frontal activity or
nonlinear interactions between different components. In order to examine the role of nonlin-
ear wave-wave interactions as a source for secondary waves, higher-order spectra are used.
Special cases of higher-order spectra are bispectra and trispectra which are based on third
and fourth-order Fourier transform. In this light, the power spectrum can be interpreted as
second-order spectrum.

The mathematical and statistical basis of bispectral analysis has been reviewed by a number
of authors (Hinich and Clay [1968]; Nikias and Petropulu [1993]). The bispectrum is an
average of the product of three spectral components and reveals information on the phase
coherence of three components. In particular, the bispectrum looks on the phase relationships
of all sets of three frequencies where the sum of two frequencies yields the third frequency.
The bispectrum has a non-zero result only if the three frequencies are phase coupled. This
is described as quadratic coupling and expected to occur when a given component is the
product of two other components [Clark and Bergin, 1997].

Here, a short description of the algorithm to detect phase coupling is presented. The bis-
pectrum is, by definition, the 2-D Fourier transform of a third-order cumulant and can be
divided into the indirect and direct classes [Beard et al., 1999]. Both classes require that
the data are segmented. The indirect class estimates the third-order cumulants within data
segments, averaging these and taking 2-D FFT [Kim and Powers, 1978]. In this thesis we
used the direct class of bispectra. Here a mean of each segment is calculated and removed,
then the 2-D FFT is taken first. The bispectrum B(ω1, ω2) of the kth segment is calculated
as

B(ω1, ω2) = Ψk(ω1)Ψk(ω2)Ψ∗
k(ω1 + ω2), (5.11)

where Ψk is Fourier transform of the kth segment. The bispectral estimates are then averaged
across all segments [Beard et al., 1999].

The bispectrum estimator, B(ω1, ω2), has high variance and it is desirable to have a large
number of segments to smooth the results. However, this reduces the number of data points
in each segment, and hence, lowering the frequency resolution of this technique.

Consider a signal, ψ(t), consisting of two cosine waves

ψ(t) = a01 cos(ω1t + φ1) + a02 cos(ω2t + φ2), (5.12)

where a0i , ωi and φi denote the amplitudes, angular frequency and phase of the ith signal,
respectively. Let this signal pass through the quadratic system:

ψ
′
(t) = ψ(t) + Kψ2(t), (5.13)

where K is a constant. The output of the system is:

ψ
′
(t) = a01 cos(ω1t + φ1) + a02 cos(ω2t + φ2) + 0.5K[a2

01
(1 + cos 2(ω1t + φ1)) +

+a2
02

(1 + cos 2(ω2t + φ2)) + 2a01a02(cos((ω1 + ω2)t + (φ1 + φ2)) +
+ cos((ω1 − ω2)t + (φ1 − φ2)))]. (5.14)

The signal ψ
′
(t) contains cosinusoidal terms in (ω1, φ1), (ω2, φ2), (2ω1, 2φ1), (2ω2, 2φ2), (ω1 +

ω2, φ1 + φ2) and (ω1 − ω2, φ1 − φ2). The system which produces such a phase relationship,



48 CHAPTER 5. DETECTION OF GRAVITY WAVES

in other words a quadratic phase coupling (QPC), indicates a nonlinear interaction between
primary signals [Beard et al., 1999].

The simplest example of quadratic phase coupling showing nonlinear mixing is a signal which
has components at two frequencies f1 = 0.1 h−1(T 1

ob = 10 h) and f2 ≈ 0.4 h−1(T 2
ob = 24 h)

and another at the sum of those two frequencies f3 = f1 + f2 = 0.14 h−1(T 3
ob ≈ 7 h) with

corresponding phases φ1 = π/4, φ2 = 2π/3 and φ3 = φ1 + φ2 = 11π/2:

Ψ(t) = 5 cos(2πf1t + φ1) + 5 cos(2πf2t + φ2) + 5 cos(2πf3t + φ3) (5.15)

Figure 5.10 shows the bispectrum of the simulated signal (Equation 5.15).

Figure 5.10: Bispectrum power spectral density of simulated signal Ψ(t).

In absence of wave-wave interactions we would see flat spectrum without any peaks. However,
the spectrum reveals the coupling between waves with frequencies f1 and f2 with resulting
secondary waves with frequency f3 by the peaks with coordinates (f1, f2) and (f2, f1).

In general, the interpretation of any bispectrum follows this procedure: the peaks are symmet-
rically relative to the diagonal, therefore two peaks occur. The peak coordinates correspond
to the frequencies involved in quadratic phase coupling. The resulting third frequency is
located geometrically by the line connecting symmetrical peaks in the spectrum.

The application of the bispectral analysis to radar measurements for investigation of possi-
ble nonlinear interactions between waves and generation of secondary wave is presented in
Section 7.1.3.

In summary to this chapter, filter routines have to be applied using the Fourier analysis
in time and height domains for estimation of wind disturbances. By the application of the
wavelet analysis, additional information on the spatial localization of gravity waves as well as
on their incidence and duration are excellently resolved. To get additional information on the
direction of the phase propagation, a filtering procedure to separate wind perturbations into
downward and upward phase propagating waves has been applied. Finally, the bispectral
analysis is presented as a tool for the investigation of nonlinear wave-wave interactions to
detect generated secondary waves.



Chapter 6

Methods for investigation of gravity
waves

For extracting gravity wave parameters, three methods have commonly been used. In this
Chapter, we will describe their basic ideas including their strengths and weaknesses. The first
one is the rotary spectrum, which was applied to atmospheric IGWs by Thompson [1978]. The
calculation of the rotary spectrum allows directly to estimate the vertical direction of energy
propagation. The next method, the hodograph analysis, is a standard tool in meteorology,
described by Gill [1982] in connection with a rotating fluid and applied first to IGWs by Cot
and Barat [1986]. The hodograph technique gives wave description in more detail. But this
method is only a snapshot and applicable for monochromatic waves. In addition, Vincent
and Fritts [1987] presented a Stokes-parameter method which results in a set of gravity wave
parameters comparable to those of the hodograph analysis, but with the possibility to average
over duration of the wave and selected wavenumbers bands.

Cho [1995] developed a cross-spectral technique, which allows to estimate coherence and phase
difference between zonal and meridional winds in a spectral bin. It combines the advantages
of the rotary and hodograph methods. As shown by Eckermann [1996], cross-spectrum is in
principle a spectral analogue of the Stokes-parameter analysis.

To estimate horizontal wavelengths of the gravity waves, we will describe a method based on
combined radar and radiosonde measurements [Peters et al., 2003].

Furthermore, we will discuss another method to derive horizontal wavelengths of gravity waves
which consists in the direct solution of the dispersion and Doppler equation and requires the
solution of a second-order polynomial.

Ecklund et al. [1985] and Carter et al. [1989] showed the ability to determine atmospheric
wave parameters in the troposphere and stratosphere using the cross-spectral analysis of
vertical winds from three closely spaced vertical clear-air radars. Inspired by their work, we
will introduce a cross-spectral analysis applicable to zonal and meridional winds measured
by two collocated radars separated by ∼ 250 km for the investigation of common waves,
their horizontal wavelengths and phase velocities and their temporal and spatial differences
[Serafimovich et al., 2005].

Finally, we will consider direct measurements of wave momentum fluxes developed by Vincent
and Reid [1983] and applied to atmospheric radars. Results obtained with these algorithms
are presented in Chapter 7.

49
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6.1 Rotary spectra

The rotary spectrum technique quantifies how energy is partitioned between upward- and
downward-propagating gravity waves. The rotary spectrum is calculated by the Fourier
transform of the complex velocity vector u’(z)+iv’(z) and leads to an asymmetrical function.
Following Thompson [1978] and Guest et al. [2000], this method allows to detect the rotation
direction of the horizontal wind perturbations with height using the difference of the negative
and positive parts of the spectrum which indicate the presence of a gravity wave in the
measurements. The clockwise (counterclockwise) rotating waves there are associated with
negative (positive) frequencies in the rotary power spectrum.

In the northern hemisphere the clockwise and counterclockwise rotations of horizontal wind
perturbations with a height indicate the upward and downward vertical direction of gravity
wave energy propagation, respectively.

To illustrate the ability of this method, we constructed three artificial signals and applied
the FFT on the corresponding complex series. The results (Figure 6.2) are discussed in
connection with the hodograph technique (see following Section 6.2). The application of the
rotary spectra method during selected measuring campaigns is shown in Chapter 7.

6.2 Hodograph analysis

The estimation of the intrinsic frequency of gravity waves ω̂ can also be done with the
hodograph analysis, which is a standard tool in meteorology. The idea of hodograph analysis
is to trace the course of the deviation of the horizontal wind vector with respect to height.
If enough points are taken to span one wavelength of a gravity wave, then an ellipse can be
fitted. For inertia-gravity waves, linear theory without any wind shear effects [Gill , 1982]
predicts

v′ = −i · u′ · fc

ω̂
, (6.1)

where u′ and v′ are the zonal and meridional components of the horizontal perturbation wind
profiles, fc is the Coriolis frequency and ω̂ is the intrinsic frequency of the wave.

By the application of the hodograph one can extract the following parameters:

• the vertical sense of inertia-gravity wave propagation from the rotational sense;

• the direction of the horizontal wave propagation that is parallel to the major axis of
the ellipse;

• vertical wavelength Lz;

• the intrinsic frequency ω̂ from the ratio of the major to the minor axis of the ellipse,
Equation 6.1.

An example of the hodograph derived from radar measurements in the mesosphere is shown
in Figure 6.1 indicating the presence of an upward propagating gravity wave with an intrinsic
period Tin=4.5 hours, vertical wavelength Lz ≈4 km, and a horizontal propagation direction
along the dotted line. We have to note, that the estimated horizontal wave propagation is
undefined by 180◦. Using additional temperature information or vertical winds from radar
and the polarization Equations 2.10, this ambiguity can be solved.
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Figure 6.1: Hodograph of wind perturbations (u’, v’) derived from filtered ALWIN VHF radar
measurements between 84.4 and 88.3 km on 12 July 2001, at 17:00 UT (solid line - measured
profiles, dashed line - fitted ellipse, X - starting point of the hodograph). The horizontal
propagation direction of the gravity wave is parallel to the major axis (dotted line). The
clockwise rotation indicates an upward propagating wave (northern hemisphere).

To compare the hodograph analysis with rotary spectra estimation, we constructed three
artificial signals for zonal and meridional wind perturbations with different amplitudes (Fig-
ure 6.2).

The hodographs (Figures 6.2 a,b,c) indicate clear upward energy propagations from the clock-
wise rotational sense in the northern hemisphere. The rotary spectrum of a circular polarized
wave (Figure 6.2 d) show a dominant peak in the negative frequency range. However, when
waves have an elliptical polarization (Figures 6.2 e,f), small peaks at positive frequencies
appear. In an extreme case of a nearly linear polarization (not shown here) with a large
difference between amplitudes of zonal and meridional perturbations, the peaks in rotary
spectrum tend to be equal, but are never exactly equal. Therefore, the sign of the difference
between negative and positive parts of the rotary spectra is related to the direction of the
energy propagation, i.e., the predominance of upward energy propagation over the downward
propagation is connected with the prevalence of the spectra at negative frequencies.

However, the hodograph method represents an instantaneous status and the estimation of
gravity wave parameters is valid only for monochromatic waves. Usually a hodograph gives
variable results due to the superposition of different waves in the wind profiles. Recently,
Zhang et al. [2004] gave a critical review on this method, especially devoted to the sensitivity
of different polynomial filters used to separate the wave from a background flow, and their
influence on the vertical wavelength and intrinsic frequency. One possibility to avoid such
uncertain results in the gravity wave analysis is the determination of all parameters for a
given wavenumber band, averaged for the duration of the wave. These ideas are successfully
used in the following Stokes-parameter spectra.
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Figure 6.2: Results of the hodograph analysis (a, b, c) and corresponding rotary spectra
(d, e, f) for the simulated height profiles of the zonal and meridional winds with different
amplitudes corresponding to circular(a,d) and elliptical (b,c,e,f) polarized waves.

6.3 Stokes-Parameter spectra

In order to provide a more statistical description of the wave field, we use the technique,
introduced by Vincent and Fritts [1987] and improved by Eckermann and Vincent [1989], in
determining the so-called Stokes parameters of the gravity wave field. This method makes
the analogy between partially polarized gravity waves and partially polarized electromagnetic
waves, Kraus [1966].

The Stokes-parameter technique assumes that any given vertical profile of horizontal-velocity
perturbations, (u′(z), v′(z)), contains a partially polarized wave field. It means that a sin-
gle coherent wave of peak amplitude (û, v̂) exists within an unpolarized, isotropic, noiselike
background velocity field variance u2

noise + v2
noise. The four Stokes parameters can then be

defined as

I =
1
2
(û2 + v̂2) + (u2

noise + v2
noise) = u′2 + v′2 (6.2)

D =
1
2
(û2 − v̂2) = u′2 − v′2 (6.3)

P = ûv̂ cos δ = 2u′v′ (6.4)



6.3. STOKES-PARAMETER SPECTRA 53

Q = ûv̂ sin δ (6.5)

where overbars denote height and/or time averaging of the perturbation velocities; and δ = 0◦

or 180◦ implies linear polarization (Q = 0), δ = 90◦ or 270◦ implies circular polarization (P =
0), and anything between implies elliptical polarization. Thus P is the ”in-phase” covariance
associated with linear polarization, and Q is the ”in quadrature” covariance associated with
circular wave polarization, while I clearly quantifies the total variance or energy of gravity
wave and D defines its axial anisotropy.

The analysis of profiles, which contain more than one wave, needs a decomposition of the gen-
erally polychromatic wave field. For this purpose, Eckermann and Vincent [1989] developed
a method to calculate all Stokes parameters in the Fourier domain.

A Fourier transform of the given vertical profiles u′(z) and v′(z) over their full height ranges
yields the following Fourier representations of the profiles:

U(m) = UR(m) + iUI(m) (6.6)

V (m) = VR(m) + iVI(m) (6.7)

where m is the vertical wavenumber, UR, VR are real parts of the spectra and UI , VI are imag-
inary parts of the spectra. From here, Eckermann and Vincent [1989] derived the following
power spectral densities for the four Stokes parameters, based on definitions (6.2)- (6.5):

I(m) = K(U2
R(m) + U2

I (m) + V 2
R(m) + V 2

I (m)) (6.8)

D(m) = K(U2
R(m) + U2

I (m)− V 2
R(m)− V 2

I (m)) (6.9)

P (m) = 2K(UR(m)VR(m) + UI(m)VI(m)) (6.10)

Q(m) = 2K(UI(m)VR(m) + UR(m)VI(m)) (6.11)

Overbars denote averages over a number of independent spectral realizations, to remove the
effects of incoherent motions, and K is constant which scales the squared Fourier terms to
power spectral densities. Consequently, any Stokes parameter X = {I,D, P, Q} can now be
evaluated over the full range of heights within any wavenumber band, according to Parseval’s
relation

Xm1,m2 =
∫ m2

m1

X(m)dm, (6.12)

where Xm1,m2 is one of the Stokes parameters (6.2)- (6.5) evaluated over a wavenumber
band between m1 and m2 from corresponding power spectral density X(m). This Fourier
decomposition of the Stokes parameters clearly allows for more than one coherent wave to be
isolated from any given sequence of velocity profiles, as long as the various coherent waves in
the profile exist within well-defined and well-separated vertical wavenumber bands.

In the Stokes-parameter analysis a coherent wave is identified through the degree of wave
polarization (6.13), so that, within a wavenumber band m1 ≤ m ≤ m2
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dm1,m2 =
(D2

m1,m2
+ P 2

m1,m2
+ Q2

m1,m2
)

1
2

Im1,m2

(6.13)

The phase difference δ between zonal and meridional wind perturbations, the major axis
orientation Θ, and the averaged ellipse axial ratio R are given by

δm1,m2 = arctan

(
Qm1,m2

Pm1,m2

)
(6.14)

Θm1,m2 =
1
2

arctan

(
Pm1,m2

Dm1,m2

)
(6.15)

Rm1,m2 = tanµ (6.16)

where

µ =
1
2

arcsin

(
Qm1,m2

dm1,m2 · Im1,m2

)
(6.17)

As already mentioned in Section 6.2, the horizontal wave propagation determined by the
major axis orientation Θ is uncertain by 180◦ without additional information of temperatures
or vertical winds. Note, that the averaging time can be selected on the base of the times
of maxima of total variances described by the Stokes parameter I, which characterizes the
mean kinetic energy for the investigated interval and vertical wavenumber band. The most
attractive feature of these parameters is that any partially polarized wave motion can be
described completely and uniquely in terms of its Stokes parameters due to the averaging in
time and wavenumber bands.

6.4 Combined radar and radiosonde measurements

Based on the intrinsic frequency, either obtained with the hodograph technique or by the
Stokes parameters, now the horizontal wavelength of gravity waves have to be estimated.

An approved method for this task is given by a combination of continuous radar measurements
with radiosonde soundings, launched every 2-3 hours and covering the height range ∼0-35 km
with fine vertical resolution (up to 50 m). This method has been successfully applied to
investigate tropospheric/lower stratospheric inertia-gravity waves with periods in the near of
the inertia or Coriolis frequency and long horizontal wavelengths [Peters et al., 2003].

Here, for the estimation of the intrinsic frequency ω̂ and horizontal direction of wave propa-
gation Θ, radiosonde soundings have been used. The observed frequency ωob as well as mean
zonal and meridional winds are derived from continuous radar observations. Using Θ, the
mean horizontal wind in direction of the wave propagation uh is calculated. By substitution
of all values to the Doppler shift relation (2.9) the horizontal wavenumber kh can be derived:

kh =
ωob − ω̂

uh
(6.18)
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6.5 Direct solution of basic equations

If there are no radiosondes to estimate directly the intrinsic frequency, a direct method to
derive the zonal wavenumber k of the gravity wave is based on the solution of the Doppler
equation 2.9 and dispersion equation 2.8. Assuming that k2 ¿ m2, l ≈ 0 and 2π/m ¿ Hp,
then the dispersion relation (Equation 2.8) reduces to

ω̂2 = f2
c +

N2k2

m2
. (6.19)

By substitution the Doppler relation (2.9) to the dispersion relation (6.19), the second-order
polynomial (6.20) is given by

k2(u2m2 −N2)− 2kuωobm
2 + m2(ω2

ob − f2
c ) = 0. (6.20)

The observed frequency ωob and vertical wavenumber m can be derived from continuous radar
measurements. The last step in this method is to obtain all roots of the polynomial (6.20)
by numerical methods. This method shows an appropriate result only at the time, when
the background wind is constant. This idea to estimate gravity wave parameters is imple-
mented in Section 7 taking into account the wind shear effect (see Equations 2.24 and 2.25
in Section 2.4).

6.6 Cross-spectral analysis

To investigate temporal and spatial differences of gravity waves and their horizontal wave-
lengths and phase velocities we applied cross-spectral analysis on zonal and meridional winds
measured by two collocated radars separated by ∼ 250 km. This method is extended to
measurements from two or three radars.

In such a case we can investigate gravity waves as they are propagated across the radars.
Horizontal parameters of propagating gravity waves (e.g., wavelength or phase velocity) can
be determined by measuring the phase differences in the wind fluctuations between radars,
provided that wavelength is resolved by the distance between stations.

As an example of cross-spectral analysis we consider an analysis of radar measurements from
two stations: OSWIN radar in Kühlungsborn and wind profiler in Lindenberg.

First we need to separate the events of interest from undesired processes. The wavelet analysis
locates the event in time and resolves it in spectral content. This location in time and
frequency space enables the discrimination of various events. After detection of the events
in both data sets and filtering without phase distortion, the cross spectrum (6.21) can be
calculated

SU1U2(ν) =
< U1(ν)U∗

2 (ν) >

< |U1(ν)|2 >
1
2 < |U2(ν)|2 >

1
2

, (6.21)

where U1 and U2 are Fourier transforms of zonal wind time series measured by radars, ν is
an independent variable in the frequency domain, the brackets denote the averaging in the
height range. The magnitude of SU1U2 is a coherence function, which varies from 0 to 1. This
gives a measure of the correlation between signals from both stations for a given spectral bin.
Note that the ensemble averaging denoted by the brackets means that the cross spectrum is
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smoothed, because if no smoothing is carried out, the coherence, regardless of the nature of
the processes, is equal to one. The phase value ∆φ of corresponding cross-spectrum maximum
gives the time delay τ between the appearance of the wave maxima at both locations, which
is given by

τ = Tob
∆φ

360◦
, (6.22)

where Tob is the observed wave period. Here particular attention must be directed to avoid
changes of the phases due to the application of any filtering procedures.

Usually to investigate the spatial characteristics of a wave one needs at least three points,
forming a triangle. Such a method to analyze gravity waves moving across an array of
surface-based meteorological atmospheric pressure sensors has been described by Hauf et al.
[1996] and Nappo [2002]. We applied here the cross-spectral analysis only for a pair of the
radars, however using additional information for the wave propagation directions Θ derived
from the Stokes-parameter analysis at both locations and provided that they don’t diverge
significantly. Following the ideas of Nappo [2002], we consider a wave perturbation of some
variable, ψ, observed at the same altitude range at each station. If we imagine a wave with
constant amplitude and horizontal wave vector −→kh observed at both stations (solid and dashed
blue lines on the block-scheme), then the crests or any other phase point of the wave observed
at radar 1 (x1, y1, z1) at the time t and at radar 2 (x2, y2, z2) at the time t + τ (Figure 6.3)
correspond to

Figure 6.3: Block-scheme of the gravity wave propagation from radar 1 (solid lines) to radar
2 (dashed lines). The blue lines correspond to the wave phase fronts (After Serafimovich
et al. [2005]).

ψ1(kx1 + ly1 + mz1 − ωobt) = ψ2(kx2 + ly2 + mz2 − ωob(t + τ)), (6.23)

where k, l and m are the wavenumbers in the x−, y− and z− directions, respectively. It is
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assumed that the wave does not change its main characteristics propagating from radar to
radar, we can write

kx1 + ly1 + mz1 − ωobt = kx2 + ly2 + mz2 − ωob(t + τ), (6.24)

which reduces to

k(x2 − x1) + l(y2 − y1) = ωobτ −m(z2 − z1). (6.25)

The left-hand side of the Equation 6.25 can be written in vector form as a scalar multiplication
of the vectors ~kh · ~S or as a multiplication of the vector absolute values with cosα

|kh||S|cosα = ωobτ −m(z2 − z1), (6.26)

where −→S is the distance vector between both radars and α is the angle between −→
S and

the wave propagation vector −→kh. Substituting ωob = 2π/Tob, the horizontal and vertical
wavenumbers kh and m by their wavelengths Lh = 2π/kh and Lz = 2π/m to Equation 6.26
we can write

Lh =
|S|cosα

τ/Tob − (z2 − z1)/Lz
. (6.27)

Using the distance between both radars |S| and the time delay τ between gravity wave events
one can estimate the ground-based horizontal phase velocity of the wave propagation υph

υph =
|S|cosα

τ − (z2 − z1)Tob/Lz
. (6.28)

Since the cross-spectral analysis yields the dominant observed frequency ωob, then the ground-
based horizontal phase velocity υph corresponds to the term ωob/k.

In order to apply Equations 6.27-6.28, the radar coordinates and the direction of the wave
propagation as estimated by the Stokes-parameter analysis have been used to estimate the
angle α. Note that the directions of the wave propagation at both locations should be
comparable so that there are no ambiguities to estimate α and to apply the cross-spectral
analysis.

6.7 Gravity waves and Momentum Fluxes

As shown in Section 2.3, gravity waves transport momentum from energy sources. These pro-
cesses are characterized by the momentum fluxes. Ground based radars have the advantage
to measure wave momentum fluxes directly [Vincent and Reid , 1983]. This method requires
the comparison of the Doppler shifts in backscattered radar echoes from the atmosphere,
using two or more narrow beams tilted with a small angle from the vertical direction.

Consider two radar beams pointed at equal and opposite angles θ to the zenith, and the beams
are arranged in the zonal direction (Figure 6.4). Because of the motion of the irregularities,
the echoes will be Doppler shifted by an amount proportional to the wind component along
a given beam direction.

Considering small-scale motions, the instantaneous Doppler velocity υ(θ, R0, t) measured at
the height R0 along the positive θ pointing beam can be written as
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Figure 6.4: Schematic representation of the two dimensional radar situation, in which two
narrow radar beams are directed at angels θ and −θ to the zenith. (After Vincent and Reid
[1983]).

υ(θ,R0, t) = w′(θ, R0, t) cos θ + u′(θ, R0, t) sin θ. (6.29)

Similarly, the Doppler velocity measured along the complementary beam at −θ is

υ(−θ,R0, t) = w′(−θ, R0, t) cos θ − u′(−θ, R0, t) sin θ. (6.30)

If overbars denote the time average, then

υ2(θ,R0) = w′2(θ, R0) cos2 θ + u′2(θ,R0) sin2 θ + 2u′w′(θ,R0) sin θ cos θ, (6.31)

υ2(−θ, R0) = w′2(−θ, R0) cos2 θ + u′2(−θ, R0) sin2 θ − 2u′w′(−θ, R0) sin θ cos θ. (6.32)

If the statistics of the motions are assumed to be independent of the horizontal position, then

u′2(θ,R0) = u′2(−θ,R0) = u′2(z)

w′2(θ,R0) = w′2(−θ, R0) = w′2(z)

u′w′(θ,R0) = u′w′(−θ, R0) = u′w′(z)





, (6.33)

where z = R0 cos θ. These seem to be reasonable assumptions for propagating waves for the
horizontal separation which we are considering here. Subtracting 6.32 from 6.31 gives

υ2(θ,R0)− υ2(−θ, R0) = 4u′w′ sin θ cos θ, (6.34)

or

u′w′(z) =
υ2(θ, R0)− υ2(−θ, R0)

2 sin 2θ
. (6.35)
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By estimation of the mean-square Doppler velocities at a number of successive ranges, it
is possible to measure the vertical profile of the vertical flux of the zonal momentum. The
vertical flux of the meridional momentum can be derived by using the Doppler velocities from
the N-S pointed beams.

The measured momentum fluxes are thought to be due to the action of waves with different
frequencies. It is therefore instructive to obtain momentum flux values for various frequency
or period ranges. The method of separating the contributions from different frequencies is
suggested by Fritts and Vincent [1987]. The lower limit of each period range was set by
averaging the data. For example, averaging of data for 4 hours gives a lower limit of 8 hours.
The upper limit is defined by the length of the data block used for the analysis.

The Vincent-Reid method described above involves the difference between two quantities
which are similar in magnitude. The quantities that are being subtracted are variances and
these are susceptible to the effects of outliers. If a bad data point occurs and lies some
distance r from the line of best fit, its contribution to the variance sum r2, could easily
dominate the contributions of the good data points. It is therefore important to remove the
outliers from the data.

In conclusion, methods described here supplement each other and allow to estimate the main
characteristics of gravity waves like horizontal and vertical wavelengths, the direction and
velocities of wave (energy) propagation, observed and intrinsic frequencies of waves, vertical
fluxes and mean-flow accelerations. The combination of methods gives the ability for more
detailed analysis of gravity waves propagating from their sources in the troposphere to the
lower thermosphere, resulting in a better understanding of general structure and dynamics
of the atmosphere.



Chapter 7

IGWs observed with collocated
radars

Based on the methods described in the previous Chapters, here the results of case studies are
presented, obtained mainly during two campaigns carried out in Northern Germany without
large orography and in Northern Scandinavia with an additional influence of orographically
induced mountain waves. In both campaigns, the data of measurements with collocated
radars separated by about 250 km have been used. First the data from each radar are
analyzed independently and the main gravity wave parameters are estimated. The detailed
analyses of the data, including the comparison with MM5 model simulations and momentum
flux estimations are then compared with results derived by a cross-spectral analysis using
combined measurements to identify common waves over a distance of about 250 km, to
estimate their horizontal wavelengths and phase velocities, and to investigate their temporal
and spatial differences. Additionally, an evidence for the generation of a secondary wave due
to nonlinear wave-wave interaction has been provided by the bispectral analysis.

7.1 Northern Germany: A case study

The dynamics, transport and exchange in the tropopause region are determined partially by
propagating Rossby waves which are observed in the upper troposphere and lower stratosphere
of mid-latitudes. Rossby wave breaking events in regions of weak wind flow can be classified
in 4 types [Peters and Waugh, 1996]: equatorward upstream (LC1) and downstream (LC2);
poleward upstream (P1) and downstream (P2). During a life cycle of a Rossby wave, inertia-
gravity waves with relatively long horizontal wavelengths can be generated [O’Sullivan and
Dunkerton, 1995]. They can propagate regionally both horizontally and vertically and can
play an essential role in interaction processes between the upper troposphere and the lower
stratosphere. Therefore, the study of forcing mechanisms and propagation of inertia-gravity
waves in connection with breaking Rossby waves is important.

To investigate the appearance of long period inertia-gravity waves in connection with a jet
stream in the upper troposphere during a Rossby wave breaking event, a first field campaign
has been carried out at Kühlungsborn from 17-19 December 1999 in the frame of the LEWIZ
project. This project is described in details in Peters et al. [2003] and Peters et al. [2004].
First results were based on a series of 17 radiosondes released every 3 h supported by VHF
radar observations at the same location [Peters et al., 2003]. It has been found that the source
of the dominating inertia-gravity wave with a period of about 12 h is placed in the region
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of the zonal wind jet just below the tropopause. In extension to this, the main objectives of
a following continuative study presented here, are to get more insight into the structure of
gravity waves including of those with shorter periods in the upper troposphere which cannot
be resolved by 3-hourly radiosondes. These investigations are done with detailed analyses of
the data of the OSWIN-53.5 MHz-VHF radar located at Kühlungsborn, and the 482 MHz-
wind profiler at Lindenberg, separated by about 265 km.

7.1.1 Observations from 17 - 19 December 1999

As shown by Swanson et al. [1997], Rossby waves tend to break in the regions of weaker
zonal winds. In such a situation one can expect inertia-gravity wave generation [Uccellini
and Koch, 1987] at the exit region of the jet, as indicated in Figure 7.1.

Figure 7.1: Schematic diagram of Rossby wave breaking and jet stream position over Northern
Germany for LEWIZ campaign at 17 – 19 December, 1999. The star marks the position of
Kühlungsborn. (After Peters et al. [2004]).

The meteorological situation during 17 - 19 December 1999 was connected with a poleward
breaking Rossby wave, classified as a P2 event [Peters and Waugh, 1996], and leading to a
strong eastward directed jet near the tropopause over Northern Germany.

The planning of the campaign was based on forecasts from the German Weather Service
(DWD). A strong eastward directed jet over Northern Germany on 18 December 1999 in the
upper troposphere was induced during the second phase of the Rossby wave breaking event
north-eastwards of the anticyclone. For a more detailed description of this event we refer
to Peters et al. [2003] and Zülicke and Peters [2004].

Figure 7.2 shows wind vectors larger than 20 m/s and geopotential heights derived from the
ECMWF data at 12:00 UT on 18 December 1999 for the 300 hPa level corresponding to a
height of approx. 9 km. The Rossby wave structure is indicated by the variations of the
geopotential heights.

In Figure 7.3 height-time cross-sections of the smoothed zonal and meridional wind are pre-
sented for both locations at Kühlungsborn and at Lindenberg. The eastward directed zonal
wind over Kühlungsborn (Figure 7.3a) increases until 19 December, 00:00 UT and then de-
creases. The maximum jet stream reaches values of more than 50 m/s at heights between 6
and 10 km. The meridional component (Figure 7.3b) shows southward directed winds with
maxima of more than 20 m/s on 18 December (12-18 UT).

The observations with the wind profiler at Lindenberg (Figure 7.3c, Figure 7.3d) separated
by about 265 km from the Kühlungsborn VHF radar, show the occurrence of the eastward
and southward directed jets at nearly the same times and altitudes, whereas e.g. the reversal
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Figure 7.2: Wind vectors and geopotential height derived from ECMWF analyses for the
300 hPa level on 18 December 1999, 12:00 UT. Vectors are plotted only for wind speeds
larger than 20 m/s. (After Serafimovich et al. [2005]).

Figure 7.3: Mean zonal and meridional winds measured at Kühlungsborn (a,b) and Linden-
berg (c,d) from 17 - 19 December 1999. The data are smoothed using a low-pass filter with
cut off frequencies corresponding to 4h in time and 600m in altitude (After Serafimovich et al.
[2005]).
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of the meridional winds to northward directed winds on 19 December seems to be slightly
stronger at Lindenberg. Detailed comparisons with the radiosondes [Peters et al., 2003] and
the 6 hourly - ECMWF analyses winds (Figure 4.4) result in good qualitative agreements
but the radar measurements resolve a higher variability due to the better time resolution.

7.1.2 Inertia-gravity wave parameters estimation

Gravity waves detection

To examine the distribution of wind perturbations over the whole period and the investigated
heights, we estimated a summarized scaled-averaged wavelet power of zonal and meridional
winds at Kühlungsborn for periods 4–40 h and different height ranges (Figure 7.4). The
scaled-averaged wavelet power [Torrence and Compo, 1998] corresponds to an averaged vari-
ance in a certain band versus time and height. Figure 7.4 shows the strongest amplitudes
of the summarized variances of zonal and meridional winds at heights between 6–8 km and
9–12 km on 16 December and 17 December, respectively, and nearly no wave activity on 15
December and after 19 December 1999.

Figure 7.4: Sum of variances of zonal and meridional winds for periods from 4–40 h, derived
from OSWIN VHF radar measurements at Kühlungsborn.

To localize the waves in height and time and to avoid arbitrary choices of inappropriate filter
parameters, the wavelet transform (see Sect. 5.2) has been applied. The results of the wavelet
analysis are presented by the sum of wavelet power spectra of the zonal and meridional wind
components in Figure 7.5, measured at Kühlungsborn (a,b) and Lindenberg (c,d). The bold
green line outlines the region with 95% significance level. The red shaded area indicates
the zones where boundary effects appear, which are shown only for the wavelet transform
of vertical profiles (Figure 7.5b,d). The analyzed time series are longer then presented (Fig-
ure 7.5a,c), therefore the regions of boundary effects are not shown.

From the wavelet transform of the wind time series, averaged in height from 5.45 km to
5.75 km at Kühlungsborn and from 5.25 km to 5.75 km at Lindenberg, shown in Figure 7.5(a
and c), we detect suitable similarities at both locations with significant periods between 4–7
and 9–14 h including a dominant period of about 12 h and a less pronounced period of about
6 h on 17 December. We note, that in contrast to the observed dominant wave with a period
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Figure 7.5: The sum of wavelet spectra applied to the zonal and meridional winds at
Kühlungsborn (a, b) and Lindenberg (c, d). The upper panel (a, c) shows the Morlet wavelet
transform of the time series averaged over the altitude ranges (a) 5.45–5.75 km and (c) 5.25
– 5.75 km. The lower panel (b, d) shows the Paul wavelet transforms of vertical profiles of
horizontal winds, averaged in time. (After Serafimovich et al. [2005]).

of 9–14 h, the shorter waves didn’t show up in the two stations at the same time. Here
we can only speculate that the sources of these 6 h-waves could be connected with frontal
activities or deep convection in the boundary layer. Furthermore, we find significant vertical
wavelengths on the order of 2–4 km near the tropopause region (7–9 km) from the wavelet
transforms of vertical profiles of horizontal winds (b and d) averaged in time from 16:00 UT
to 18:00 UT on 17 December, for Kühlungsborn as well as for Lindenberg.

Evaluating this information from the wavelet transforms, we identified the existence of com-
mon waves at both places. The observed periods lie in the range of tidal waves. However,
as will be shown in the following analysis, these waves have shorter vertical wavelengths and
larger amplitudes than tidal waves, which practically play no role in the troposphere due to
their small amplitudes in comparison to those of the gravity waves.

Based on the derived periods and vertical wavelengths of gravity waves, suitable filter pa-
rameters can be defined for different time and height ranges. We divided our analysis in two
parts in order to investigate both frequency bands with periods of about 12 h and about 6 h,
respectively. For the investigation of waves with dominant observed periods of about 12 h
the filter was constructed (case A) with a bandwidth of 8 - 18 h in the time and 2 - 4.5 km
in the height, whereas in case (B) a filter with a bandwidth of 2 - 8 h in the time and 2 -
4.5 km in the height has been applied to study waves with periods of about 6 h.
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Figure 7.6: Zonal and meridional wind perturbations at Kühlungsborn (a) and Lindenberg
(b) on 17 December 1999 after band pass filtering with bandwidths of 8-18 h in time and
2-4.5 km in height (After Serafimovich et al. [2005]).

For the first case (A), the resulting perturbations of the zonal and meridional winds at
Kühlungsborn and at Lindenberg are shown in Figure 7.6. From Equation 2.1 at a fixed
location x, y, the dashed lines indicate lines of constant phases of the dominant wind pertur-
bations

mz − ωobt = const (7.1)

indicating preferred downward phase propagations with the clearest signatures in the per-
turbations of the zonal winds. The vertical and temporal distances between the phase lines
correspond to vertical wavelengths of ∼3.3 km and periods of ∼12 h, respectively.

To investigate waves with periods of about 6 h in the second case (B), the results after the filter
application on the zonal and meridional winds measured at Kühlungsborn and Lindenberg
are shown in Figure 7.7 leading to dominating downward phase propagating perturbations
with periods of about 6 h and vertical wavelengths of about 3 km.

The results confirm over an extended height-time-range the main findings from wavelet anal-
yses applied to both wind components for selected time/height ranges at both locations,
shown in Fig. 7.5. This is not obvious in every case, since the wind perturbations shown in
Figs. 7.6 and 7.7 are characterized by superpositions of atmospheric waves with different
frequencies in the selected frequency band and their height/time dependence. The presented
wave signatures in Fig. 7.6 are much clearer than in Fig. 7.7 as expected after the wavelet
analysis with the stronger amplitudes at periods of about 12 h.

The observed downward phase propagations for both waves indicate upward energy prop-
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Figure 7.7: Zonal and meridional wind perturbations at Kühlungsborn (a) and Lindenberg
(b) on 17 December 1999 after band pass filtering with bandwidths of 2-8 h in time and
2-4.5 km in height (After Serafimovich et al. [2005]).

agations, if both frequencies ωob and ω̂, connected by the Doppler relation (Equation 2.9),
have the same signs. However, as shown later in agreement with previous investigations in
Peters et al. [2003], the hodograph and rotary spectra analyses for the waves with observed
periods of ∼12 h lead to downward energy propagation, which is possible if the Doppler-shift
is strong enough to turn the phase lines.

Normally such wind perturbations as shown in both Figures 7.6 and 7.7 are characterized by a
superposition of atmospheric waves with different frequencies in the selected frequency band.
The evaluation of the phase propagation derived for each wind component to estimate gravity
wave characteristics is only possible if there exists only one dominant wave in a constant mean
background wind. The analyses of all gravity wave parameters are based on the use of zonal
as well as meridional winds derived from both filtered data sets.

Rotary spectra

As shown in Section 6.1, the presence of an inertia-gravity wave and its dominant vertical
energy propagation are reflected by peaks in the rotary spectra. In case (A), the applica-
tion of this method on wind perturbations filtered with a bandwidth of 8-18 hours in time
and 2-4.5 km in height is presented in Figure 7.8 during the maximum of the wave activ-
ity (solid lines). The spectra show in their negative parts the weaker clockwise rotational
power corresponding to an upward energy propagation and in their positive parts the larger
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counterclockwise rotational power corresponding to a dominating downward directed energy
propagation, respectively. The spectra are significant except at the maximum peak which
shows more variability for averaged heights.

Figure 7.8: Results of the rotary spectra for Kühlungsborn(a) and Lindenberg(b) after band
pass filtering with bandwidths of 8-18 h in time and 2-4.5 km in height. The solid lines show
the spectra averaged for 5 hours on 17 December 1999 starting from 10:00 UT for Kühlungs-
born(a, solid line) and 19:00 UT for Lindenberg(b, solid line). The dashed lines show the
spectra averaged for 5 hours on 15 December 1999 starting from 00:00 UT for Kühlungs-
born(a, dashed line) and 05:00 UT for Lindenberg(b, dashed line) (◦, 4, ¦ correspond to
95%, 99%, 99.9% significance levels, respectively).

For comparisons we estimated the rotary spectra from measurements carried out on 15 De-
cember (Figure 7.8, dashed lines). During that time, the mean zonal and meridional winds
are weaker and the variances of wind perturbations (Figure 7.4) are smaller. The rotary
spectra have significant smaller amplitudes indicating smaller wave activity in absence of the
strong jet (ses also Figure 4.4).

Figure 7.9: Results of the rotary spectra averaged for 5 hours on 17 December 1999 starting
from 7:00 UT for Kühlungsborn(a) and 9:30 UT for Lindenberg(b) after band pass filtering
with bandwidths of 2-8 h in time and 2-4.5 km in height (◦, 4, ¦ correspond to 95%, 99%,
99.9% significance levels, respectively).

In case (B), the rotary spectra of the wind variations (Figure 7.9) filtered with bandwidths
of 2 - 8 h and 2 - 4.5 km show a dominating upward energy propagation.
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Hodograph- and Stokes-parameter analyses

The hodograph analysis (Section 6.2) applied to the wind perturbations on 17 December 1999
to investigate the gravity waves with the observed periods of about 12 h (case A) (Figure 7.10),
shows a downward energy propagation in the troposphere from the anticlockwise rotational
sense at Kühlungsborn and Lindenberg. We derived vertical wavelengths of about 3 km and
intrinsic periods in the order of ∼7 and ∼12 hours from the ratios of the major to the minor
axis of the ellipses at both locations, respectively. The differences between the hodographs
for Kühlungsborn and Lindenberg can be caused by the spatial dependence of the wave
characteristics. The variability of the background winds or interactions with other waves are
possible reasons for such changes of the wave parameter at both stations.

For waves with observed periods of about 6 h (case B), the hodographs presented in Fig-
ure 7.11 show intrinsic frequencies with corresponding periods between 6 and 8 h and upward
energy propagations at both locations in agreement with the rotary spectra in Figure 7.9. To
demonstrate the stability of the wave propagation over a larger height range we have added
in the right part (b) of the hodograph in Figure 7.11 the wind perturbations from 4.25 –
7.7 km and from 11. – 14.25 km, showing the same vertical sense corresponding to upward
directed energy propagation with increasing amplitudes at larger heights.

Figure 7.10: Results of hodograph analyses for the wind perturbations after band pass filtering
with bandwidths of 8-18 h in time and 2-4.5 km in height (solid line - measured profiles, dashed
line - fitted ellipse, X - starting point of the hodograph), applied to radar measurements at
Kühlungsborn (a) and Lindenberg (b) (After Serafimovich et al. [2005]).

To receive a more statistical description of the gravity wave field, we applied the Stokes-
parameter technique (Section 6.3). The Stokes parameters calculated for the data on 17 De-
cember 1999 are presented in Table 7.1 for both filtered data sets to investigate the gravity
waves with periods of about 12 h and 6 h, respectively. As already mentioned in Sections 6.2
and 6.3, the horizontal wave propagation determined by the major axis orientation Θ is un-
certain by 180◦ without additional information of temperatures or vertical winds. Comparing
the mean results derived for intervals of 5 h, we obtained at both locations similar parame-
ters as e.g. the wave propagation directions represented by Θm1,m2 . Note that the averaging
times have been selected by evaluating the time dependence of the total variances, described
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Figure 7.11: Results of the hodograph analysis applied to the wind perturbations after band
pass filtering with bandwidths of 2–8 h in time and 2–4.5 km in height (solid line – measured
profiles, dashed line – fitted ellipse, X – starting point of the hodograph), applied to radar
measurements at Kühlungsborn (a) and Lindenberg (b). In (b), the hodograph has been
extended from 4.25–7.7 km (red dashed line) and from 11.0–14.25 km (blue dashed line)
(After Serafimovich et al. [2005]).

by the Stokes parameter I (Equation 6.2), which characterizes the mean kinetic energy for
the investigated interval and vertical wavenumber band.

case A ”12h-wave” case B ”6h-wave”

Kühlungsborn Lindenberg Kühlungsborn Lindenberg

Filter band (time; height) 8–18 h; 2–4.5 km 2–8 h; 2–4.5 km

Averaged time (UT) 00:00-05:00 10:00-15:00 00:00-05:00 07:00-12:00

Stokes parameters

Degree of polarization, dm1,m2 0.88 0.79 0.55 0.62

Major axis orientation, Θm1,m2 50.5◦ 58.6◦ 77.8◦ 88.1◦

Phase difference, δm1,m2 67.5◦ 63.4◦ 79.9◦ 93.9◦

Ellipse axial ratio, Rm1,m2 0.66 0.58 0.66 0.40

Table 7.1: Stokes parameters derived from radar measurements at 17 December 1999 for
Kühlungsborn.

Cross-spectral analysis

To identify common wave events over a distance of ∼265 km, we will at first apply a simple
cross-spectral analysis described in Section 6.6. After the detection of the appearance of
dominating waves in both data sets with wavelet transform as shown in Figure 7.5, the cross



70 CHAPTER 7. IGWS OBSERVED WITH COLLOCATED RADARS

spectrum (Equation 6.21)

SU1U2(ν) =
< U1(ν)U∗

2 (ν) >

< |U1(ν)|2 >
1
2 < |U2(ν)|2 >

1
2

,

is calculated (Figure 7.12).
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Figure 7.12: Cross-power spectrum of radar measurements at Kühlungsborn and Lindenberg
for the time from 17 December 1999, 0:00 UT to 18 December 1999, 0:00 UT, averaged over
the height range from 5.25 km to 7.75 km. Left part: Amplitude (black) and phase difference
(red). Right part: Coherency spectrum (After Serafimovich et al. [2005]).

The cross power spectrum of the zonal winds measured at Kühlungsborn and Lindenberg,
presented in the left part of Figure 7.12, has been averaged over the altitude range between
5.25 and 7.75 km. The amplitude of the cross spectrum shows a dominating common wave
with an observed period of about 11.4 h which is in good agreement with the dominant
period estimated by the wavelet transforms of the time series at both locations as shown in
Figure 7.5(a, c). The significance of this wave is proved by the coherency spectrum shown
in the right part of Figure 7.12. Due to the slopes of the phase lines in Figure 7.6 and
the downward energy propagation with a vertical wavelength of about 3.3 km shown by
the rotary spectra (Figure 7.8) and hodograph analysis (Figure 7.10), the observed frequency
corresponding to the period of 11.4 h must be negative (Equation 5.10). With this information
and following Equation 6.22

τ = Tob
∆φ

360◦

the phase difference (red line in Figure 7.12) of about 40◦ or−320◦ between the maxima of this
wave at both locations corresponds to time delay τ of about -1.3 h or +10.1 h, respectively.

To estimate the horizontal wave number kh and the ground based horizontal phase velocity
υph directly from the cross-spectral analysis, we have applied Equations 6.27
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Lh =
|S|cosα

τ/Tob − (z2 − z1)/Lz

and Equation 6.28

υph =
|S|cosα

τ − (z2 − z1)Tob/Lz

using the radar coordinates and the wave direction Θ ≈ 54◦, estimated by the Stokes-
parameter analysis applied for the dominating waves with periods of about 12 h and filtered
with band widths between 8 and 18 h (see Table 7.1). Note that in this case at both locations
the directions of the wave propagation differ by only 8◦, so that there are no ambiguities to
estimate α and to apply the cross-spectral analysis.

A realistic height shift z2 − z1 of the wave, required in Equations 6.27 and 6.28, can be
estimated with a mean vertical phase velocity of

υ̂pz =
ωin

m
≈ 0.1m/s (7.2)

where ωin is derived from the polarization relation (Equation 2.24) using the mean el-
lipse ratio derived with the Stokes-parameter analysis (see Table 7.1), and yields to values
τυpz ≈ −500 m for the time delay τ = -1.3 h.

The results are shown in Table 7.2. Using the realistic height shift of -500 m, a horizontal
wavelength of about −307 km and an observed horizontal phase speed of 7.3 m/s have been
derived. To check the sensibility on the final results, we have added a 10% change to the
realistic height shift, leading to variations of about 10% in the horizontal wavelength, and of
about 5% in the observed horizontal phase speed, respectively. Furthermore, the other as-
sumed height shifts lead to larger deviations. However, as we will see later in Figure 7.13, the
derived observed phase velocity of about 7.3 m/s agrees very well with the results separately
estimated for each radar location.

Vertical shift Horizontal wavelength Observed horizontal

∆z, km 2π/k, km phase speed υph, m/s

0 -714 17.4

-0.5(-0.45;-0.55) -307(-325;-290) 7.3(7.8;6.9)

-1.0 -195 4.8

Table 7.2: Horizontal wavelengths and ground-based phase speeds derived from the cross-
spectral analysis as a function of the vertical height shift for the wave with observed period
2π/ωob of -11.4 h, using a major axis orientation, Θ = 54◦, distance |S| between both radars
of 265 km and time delay τ = −1.3 h.

Gravity wave characteristics and discussion

We have used two ways to solve the Doppler relation (Equation 2.9), the polarization relation
(Equation 2.24), and the dispersion relation (Equation 2.25). If the ellipse ratio R and ωob
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are given, then the intrinsic frequency ω̂, the horizontal wavenumber k and the vertical
wavenumber m can be estimated by solution of the three aforementioned equations. In the
second way, the ellipse ratio R and the vertical wavenumber m are given by the evaluation
of the spectra with respect to height. Then Equations 2.24 and 2.25 have to be solved to
estimate the intrinsic frequency ω̂ and the horizontal wavenumber k.

To investigate the gravity waves with observed periods of about 12 hours, we follow the
first way to solve the Equations 2.9, 2.24 and 2.25 using the Stokes parameter shown in
Table 7.1 and the mean winds u, v estimated with Equation 2.28 from the dominating jet
stream at the height of about 9 km (see e.g. Figure 7.3). To resolve the ambiguities in the
polarization relation (Equation 2.24) and in the quadratic dispersion relation (Equation 2.25)
and to determine the signs of the wavenumbers, we used in addition the slopes of the constant
phase lines (Equation 5.10) in the wind perturbations (Figure 7.6) in comparison with the
downward energy propagation as estimated by the rotary spectra (Figure 7.8).

case A ”12h-wave” case B ”6h-wave”

Kühlungsborn Lindenberg Kühlungsborn Lindenberg

Filter band (time; height) 8–18 h; 2–4.5 km 2–8 h; 2–4.5 km

IGW parameters

Mean horizontal wind, U , m/s 17 18 2.9 −1.3

(in the wave propagation direction)

Wind shear component, ∂V /∂z, s−1 2.8 · 10−3 −0.5 · 10−3 −1.7 · 10−3 1.4 · 10−3

Intrinsic period, 2π/ω̂, h 7.7 8.3 8.3 6.0

Observed period, 2π/ωob, h −11.4 −11.4 6.4 6.4

Horizontal wavelength, 2π/kh, km −281 −313 225 158

Vertical wavelength, 2π/m, km 3.3 3.6 −3.2 −3.2

Horizontal phase velocity, υ̂ph, m/s −10.1 −10.3 7.5 7.3

Vertical phase velocity, υ̂pz, m/s 0.11 0.12 −0.1 −0.15

Horizontal group velocity, ĉgh, m/s −6.6 −7.3 5.6 6.2

Vertical group velocity, ĉgz, m/s −0.08 −0.08 0.08 0.12

Table 7.3: Gravity waves parameters at about 9 km and 6 km derived from the Stokes-
parameter analysis as shown in Table 7.1 for the radar measurements at Kühlungsbon and
Lindenberg.

The derived gravity wave characteristics are given in Table 7.3, resulting in consistent pa-
rameters at both locations like the horizontal wavelengths as well as the group and phase
velocities. The dispersion relation leads to vertical wavelengths between 3.3 and 3.6 km,
which are in the order of the results of the wavelet analyses (Figure 7.5) or the rotary spectra
(Figure 7.8). Note, that the relation

υ̂ph =
ω̂

kh
=

ωob

kh
− uh (7.3)

between the intrinsic and the ground-based horizontal phase speed is only fulfilled if the in-
trinsic phase speed υ̂ph and hence the horizontal wavenumber kh are negative. Figure 7.13
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shows the horizontal wave vector −→kh, vectors of the intrinsic and phase velocities of this wave.
The values in brackets are estimated by the analysis of radar measurements at Kühlungs-
born separately and by the cross-spectral analysis of measurements at Kühlungsborn and
Lindenberg.

Figure 7.13: Horizontal wave vector, observed and intrinsic phase velocities of the inertia-
gravity wave with an observed period ∼12 h, detected at Kühlungsborn and Lindenberg on
17 December 1999.

The intrinsic phase velocities υ̂phc estimated from the cross-spectral analysis, (υph=7.3 m/s,
see Table 7.2) using the mean winds at both locations (Table 7.3) parallel to the wave direction

υ̂phc = υph − u (7.4)

yields to values of −9.5 m/s and −10.5 m/s, which agree very well with the results υph sepa-
rately estimated for Kühlungsborn (−10.1 m/s) and Lindenberg (−10.3 m/s, see Table 7.3),
respectively.

Thus, the results estimated for each radar location and leading to negative wavenumbers k
and horizontal wavelengths of about 300 km confirm the results derived directly from the
cross-spectral analysis, using the mean wave directions estimated from the Stokes-parameter
analysis and a realistic height shift of -500 m corresponding to a mean vertical phase velocity
υpz of about 0.1 m/s for the time delay of -1.3 h.

We have to note for the case investigated here, that the estimations of the horizonal wave-
lengths depend primarily on changes in the component of the mean background wind parallel
to the wave direction as used in the Doppler relation (Equation 2.9), whereas the influence
of the vertical wind shear effects used in Equations 2.24 and 2.25 leads to changes in the
intrinsic period of 1.6 h and in the horizontal wavelength of about 40 km.

For the waves with periods of about 6 h, the sign of ωob must be positive due to the slopes
of the phase lines in Figure 7.7 and the upward energy propagation (Figure 7.9) (see Equa-
tion 5.10). In this case we found solutions applying the second way based on a given ellipse
ratio R and the vertical wavenumber m, estimated by the evaluation of the spectra with
respect to height and using the Stokes parameters shown in Table 7.1. The solution of Equa-
tions 2.24 and 2.25 leads to the estimation of the intrinsic frequency ω̂ and the horizontal
wavenumber k for a height of about 6 km as shown in Table 7.3. Note that in this case the
sign of the wavenumber k must be positive to fulfill Equation 7.3. Therefore we conclude
that these less pronounced waves with horizontal wavelengths of about 200 km are moving
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with the wind. Due to their upward directed energy propagation (Figure 7.9) we can only
speculate that a possible source for these waves is connected with frontal activity or deep
convection in the boundary layer. This also could be the reason why these waves didn’t show
up in the two stations at the same time, as already shown by the wavelet analyses (Figure 7.5
a,c).

We summarize, that we found in this case study two wave classes with different energy propa-
gation directions at both radar sites. Both wave classes show downward phase propagations.
Connected with a jet stream in the upper troposphere and due to the shift in the frequency
by the Doppler-effect, the dominating wave with a period -11.4 h shows a downward en-
ergy propagation in the troposphere. The analysis also shows that the direction of the wave
propagation is upstream and the intrinsic period is ∼ 8 h. Horizontal wavenumbers for this
wave are negative and vertical wavenumbers are positive at both locations with correspond-
ing wavelengths between -281 and -313 km as well as between 3.3 and 3.5 km, respectively.
Additionally to this wave class, we detected another one with shorter horizontal wavelengths
and a smaller observed period of 6.4 h, which has an upward directed energy propagation.
The horizontal and vertical wavelengths of this wave are ∼ 200 km and -3.2 km, respectively.

Gravity waves and vertical momentum fluxes

The vertical flux of horizontal momentum is important to describe transport of energy and
momentum by gravity waves and to investigate the wave mean-flow interactions. Vincent
and Reid [1983] developed a radar method to estimate momentum fluxes u′w′ and v′w′ from
symmetric-beam Doppler measurements directly (Section 6.7).

To extend our investigation in the frame of LEWIZ campaign carried out in December 1999
and discussed in previous Section 7.1, we estimated the zonal and meridional momentum
fluxes, as well as the flux densities and mean flow accelerations. The radar measurements
of Doppler winds from 17-19 December 1999 were averaged in time for 4 hours and split
into blocks with a duration of 12 hours. After that, the time averaged of u′w′ (Figure 7.14
top panel) and v′w′ (Figure 7.15 top panel) for each block were derived. In that way, we
separated contributions to momentum fluxes only from waves with observed periods from 8
up to 12 hours [Fritts and Vincent , 1987] concentrating on the inertia-gravity wave with an
observed period -11.4 hours which we detect in the previous analysis. Using the pressure
values (after U.S. Standard Atmosphere, 1976), we derived the flux densities (Figures 7.14
and 7.15 middle panel) and mean flow accelerations (Figures 7.14 and 7.15 bottom panel).

From visual inspection of Figures 7.14 and 7.15, we concluded that the temporal development
of horizontal fluxes and mean-flow accelerations shows consistent maxima on 17 December
1999. These maxima are indicating higher wave activity during that time in agreement with
the maxima seen in the wavelet analyses (Figure 7.5) and the averaged variances of the winds
(Figure 7.4).

The vertical flux of the zonal momentum for this day tends to be positive with an amplitude
of 1.2 m2/s2 in the troposphere and then changes at a height of about 8 km to a negative
sign with an amplitude of -0.6 m2/s2. The vertical flux of the meridional momentum is close
to zero in the troposphere and has a negative peak with amplitude of -1.5 m2/s2 at the
height about 8 km. The amplitudes of the fluxes are in good agreement with typical values
∼0.1-0.2 m2/s2 in a case study of flows under similar conditions [Lilly and Kennedy , 1973;
Nastrom and Fritts, 1992].

The vertical divergences of the momentum fluxes or mean-flow accelerations show opposite
peaks at this height and then tends to be zero indicating a zonal acceleration near the
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tropopause. Such a behavior of the vertical fluxes is explained by the existence of a source
for the generation of gravity waves and hence for the energy propagation from the jet region
in different directions.

Note that these are first results, and further investigations including comparisons with mod-
elling (see Section 7.2.2) are necessary, especially to improve the knowledge about wave
mean-flow interactions.
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7.1.3 An example of nonlinear wave-wave interaction in February 2002

As already discussed, there are a waves in the atmosphere with different frequencies and dif-
ferent sources, including such waves which are a product of nonlinear wave-wave interactions.

Motivated by simultaneously occurring waves detected by the wavelet analysis (see Fig-
ure 7.17, right), in this section we apply the bispectral analysis (Section 5.5) to measurements
from one of the LEWIZ campaigns carried out at Kühlungsborn in February 2002 to inves-
tigate possible nonlinear interactions between the waves. The mean zonal and meridional
winds from 2 - 8 February are presented in Figure 7.16.
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Figure 7.16: Mean zonal (a) and meridional (b) winds measured at Kühlungsborn from 2
- 8 February 2002. The data are smoothed using a low-pass filter with cut off frequencies
corresponding to 4h in time and 800m in altitude.

The meridional wind shows clear oscillations with a period of about 3 days. The zonal wind
shows the maximum peak of 40 m/s on 5 February, whereas the meridional wind reaches its
minimum during that time.

The application of the wavelet transform to the wind measurements shows the appearance
of the waves with different wavelengths and periods at the same time and same height
(Figures 7.17-7.19). For example, from the wavelet transform of the meridional wind profile
at 0:00 UT on 2 February 2002 (Figure 7.17) two waves with vertical wavelengths 1.8 km and
3.2 km are detected. The wavelet transforms of the time series show a peak with a period
10 h on 2 February 2002 at 12 km (Figure 7.18), and two peaks with periods of 18 h and
32 h during noon on 4 February at a height of 6 km (Figure 7.19).

To check the existence of waves which are the results of nonlinear wave-wave interactions, we
applied the bispectral analysis. The results are shown on the left sides of Figures 7.17-7.19.
The bold black lines on these figures connect the peaks, corresponding to the frequencies of
the waves participating in the nonlinear wave-wave interactions. From the bispectrum of the
meridional wind profile at 00:00 UT on 2 February 2002 (Figure 7.17), we can summarize
that the waves with vertical wavelengths 4.8 km and 10 km interact with each other resulting
in a specific wave with a vertical wavelength of 4.1 km. The waves with vertical wavelengths
1.9 km and 10 km interact with each other resulting in a wave with a vertical wavelength of
1.8 km. The waves with vertical wavelengths of 1.9 km and 4.1 km interact with each other
resulting in a wave with a vertical wavelength of 1.4 km.

In the second case (Figure 7.18), the bispectrum of the time series at the height of 12 km
shows peaks with periods of 8.1 h and 14.5 h corresponding to the waves participating in the
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Figure 7.17: Bispectrum (left) and wavelet transform (right) of the meridional wind profile
measured by OSWIN VHF radar at Kühlungsborn on 2 February 2002, 0:00 UT.

Figure 7.18: Bispectrum (left) and wavelet transform (right) of the meridional wind time
series from 1-8 February 2002 measured at 12 km by OSWIN VHF radar at Kühlungsborn.

Figure 7.19: Bispectrum (left) and wavelet transform (right) of the meridional wind time
series from 1-8 February 2002 measured at 6 km by OSWIN VHF radar at Kühlungsborn.

wave-wave interaction, and resulting in a wave with an observed period of 5.7 h which are
also indicated by the wavelet analysis.

One example without any interactions between the waves is presented by the bispectrum
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analysis of the meridional wind at a height of 6 km (Figure 7.19). Here, there are no peaks
in the bispectrum, and all waves detected by the wavelet transform at this height have other
sources and are not the results of nonlinear wave-wave interactions.

As shown here, the bispectrum is useful for the determination of those spectral components
present in processes which are harmonically related and have quadratic phase coherence. The
main result of the investigations presented above is that the waves with vertical wavelengths
of ∼1.4 km, ∼1.8 km and ∼4.1 km and observed period of 5.7 h, detected by the wavelet
transforms, are results of the nonlinear wave-wave interactions.



7.2. SCANDINAVIAN MOUNTAIN RIDGE: A CASE STUDY 81

7.2 Scandinavian mountain ridge: A case study

7.2.1 Inertia-gravity wave parameters estimation

To investigate inertia-gravity waves in a region with an additional orographical influence we
are also reporting here on a case study using radar data from two sites at Andenes and
Kiruna on the West- and East-sides of the Scandinavian mountain ridge, respectively. These
investigations have been carried out in the frame of the MaCWAVE/MIDAS campaign to
study the vertical propagation of the gravity waves up to the MLT region [Goldberg et al.,
2003], using radars and lidars at both sides of the Scandinavian mountain ridge, supplemented
by meteorological rockets and radiosondes.

Between 23 - 26 January 2003, an eastward directed jet stream occurs towards the Scandi-
navian Mountains mostly south of the Andøya - Esrange region in Northern Scandinavia.
Figure 7.20 describes the mean zonal wind derived from NCEP (National Center for Envi-
ronmental Prediction) operational data sets for the 500 hPa level corresponding to a height
of about 6 km.

Figure 7.20: Mean zonal wind derived from NCEP/NCAR reanalyses on 24 January 2003 for
the 500 hPa level.

In Figure 7.21 the mean winds derived for both radar locations before and behind the Scan-
dinavian mountain ridge are presented. The temporal development of the zonal wind (Fig-
ure 7.21a) is characterized by a long periodic oscillation of more than 24 hours with maxima of
the eastward directed wind on 24 January at both locations whereas the maxima in the merid-
ional northward directed component (Figure 7.21b) occur approximately 12h later. Note that
the amplitudes of the mean winds are slightly stronger at Kiruna (Figure 7.21c and d), as
expected due to a possible amplification by mountain waves [Queney , 1948; Smith, 1979].

From the wavelet transform (Figure 7.22) we identified the time and height dependencies
of the gravity wave at both locations and found similar significant peaks on 24 of January
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Figure 7.21: Mean zonal and meridional winds measured at Andenes (a,b) and Kiruna (c,d)
from 23 - 25 January 2003. The data are smoothed using a low-pass filter with cut-off
frequencies corresponding to 4h in time and 600m in altitude.

in the tropopause region with dominant period of about 12 hours and vertical wavelengths
of ∼ 3.5 km. Based on this information, we applied a band-pass filtering with bandwidths
8-18 hours and 2-6 km to estimate wind perturbations (Figure 7.23) from the mean winds.

The application of rotary spectra and hodograph analysis (Figure 7.24) shows a downward
energy propagation in the troposphere and confirm the vertical wavelength of the gravity
wave in the order of 3-4 km estimated by the wavelet analysis.

But as already discussed in Section 6.3, statistically better results are given by the Stokes-
parameter analysis (Table 7.4). Applying this method, the data are averaged in time and
over a wavenumber band corresponding to waves with vertical wavelengths between 1 km
and 5 km.

Stokes parameters Andenes Kiruna

Degree of polarization, dm1,m2 0.95 0.96

Major axis orientation, Θm1,m2 −12◦ −22◦

Phase difference, δm1,m2 −104.4◦ 124.8◦

Ellipse axial ratio, Rm1,m2 0.54 0.42

Table 7.4: Stokes parameters derived from radar measurements on 25 January 2003 for 1
hour starting from 09:00 UT and averaged in wavelengths from 3.8 km to 6.4 km.

The solution of the Doppler relation (Equation 2.9), the polarization relation (Equation 2.24),
and the dispersion relation (Equation 2.25) and using the Stokes parameters, shown in Ta-
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Figure 7.22: Sum of the wavelet spectra applied to the zonal and meridional winds. The
upper panel (a, c) shows the Morlet wavelet transform of the time series averaged over the
altitude ranges 6 – 7 km. The lower panel (b, d) shows the Paul wavelet transforms of vertical
profiles of horizontal winds, averaged in time. Wind measurements at Andenes (a, b) and
Kiruna (c, d) have been used.

ble 7.4, leads to the gravity parameters given in Table 7.5. Characteristic parameters like
the horizontal wavelengths, the phase and group velocities as well as the orientation of the
horizontal propagation show reasonable agreements for the wave events identified at both
locations on the West- and East-sides of the Scandinavian mountain ridge.

Based on the wavelet transform of the radar measurements at Andenes and Kiruna (Fig-
ure 7.22a,c) we found a common wave at both locations on 24-25 of January with a period of
about 12 hours. Furthermore, the direction of the wave propagation at Andenes is nearly the
same as at Kiruna (Table 7.4). It gives us a good ability to apply the cross-spectral analysis
(Figure 7.25) as described in Section 6.6.

The cross power spectrum of the zonal winds measured at Andenes and Kiruna (Figure 7.25,
left panel) has been averaged over the altitude range between 4 and 8 km. For this case study,
the amplitude of the cross spectrum shows a dominating common wave with an observed
period of about 13.4 h. The significance of this wave is proved by the coherency spectrum
(Figure 7.25, right panel). The phase difference (red line in Figure 7.25) of about 130◦

between the wave maxima at both locations, corresponding to time delay τ of about 4.8 h,
leads to a horizontal wavelength of about -674 km and a horizontal phase velocity of the
gravity wave of 33 m/s (Table 7.6).

The results derived by the analysis of radar measurements at Andenes and Kiruna separately
(Table 7.4) and combined cross-spectral analysis (Table 7.6) are in qualitatively good agree-
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Figure 7.23: Zonal and meridional wind perturbations at Andenes (a,b) and Kiruna (c,d) for
23-26 January 2003 after band pass filtering with bandwidths of 8-18 h in time and 3-7 km
in height.

IGW parameters Andenes Kiruna

Mean horizontal wind, u, m/s 18.7 29.3

(in the wave propagation direction)

Wind shear component, ∂v/∂z, s−1 −1.7 · 10−3 −1.2 · 10−3

Intrinsic period, 2π/ω̂, h 5.5 4.2

Observed period, 2π/ωob, h 13 14.5

Horizontal wavelength, 2π/k, km -663 -673

Vertical wavelength, 2π/m, km 5.1 4.6

Horizontal phase velocity, υ̂ph, m/s -33 -44

Vertical phase velocity, υ̂pz, m/s 0.2 0.3

Horizontal group velocity, ĉgh, m/s -2.6 -2.0

Vertical group velocity, ĉgz, m/s −19 · 10−3 −15 · 10−3

Table 7.5: Gravity waves parameters derived from the results of the Stokes-parameter analysis
as shown in Table 7.4 for the radar measurements at Andenes and Kiruna.
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Figure 7.24: Results of rotary spectra averaged for 12 hours starting at 24.01.03 00:00 UT
(solid line - positive part of the spectra, dashed - negative part, ◦, 4, ¦ - significance levels)
and hodograph analysis (solid line - measured profiles, dashed line - fitted ellipse, X - starting
point of the hodograph). Both methods applied to radar measurements at Andenes (a,b) and
Kiruna (c,d).

IGW parameters

Observed period, 2π/ωob, h 13.4

Phase, ∆φ,◦ 130

Distance, |S|, km ≈ 260

Time delay, τ , h ≈ 4.8

Angle α (Figure 6.3), ◦ -20.5

Horizontal wavelength, 2π/k, km −674

Horizontal phase velocity, υ̂ph, m/s -33

Table 7.6: Gravity waves parameters derived from cross-spectral analysis of radar measure-
ments at Andenes and Kiruna.
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Figure 7.25: Cross-power spectrum between radar measurements at Andenes and Kiruna for
the time from 24 January 2003, 0:00 UT to 26 January 2003, 24:00 UT, averaged over the
height range from 4 km to 8 km. Left part: Amplitude (black) and phase difference (red).
Right part: Coherency spectrum.

ment. In contrast to the characteristics of gravity waves detected in the frame of the LEWIZ
campaign (Section 7.1), gravity wave analyzed in this section shows higher amplitudes es-
pecially on East-sides of the Scandinavian mountain ridge, as expected by the influence of
mountains [Smith, 1979; Röttger , 2000]. The waves have longer horizontal and vertical wave-
lengths. Further analyses of pure standing mountain waves generated in that region and
investigations of their possible interactions with jet induced inertia-gravity waves are neces-
sary. Combined model analysis in connection with observations will contribute to understand
such processes. First comparisons between observations and mesoscale MM5 model results
are presented in the following section.

7.2.2 Comparison with the MM5 model

The PSU/NCAR mesoscale model is a limited-area, nonhydrostatic or hydrostatic, terrain-
following sigma-coordinate model designed to simulate or predict mesoscale and regional-
scale atmospheric circulation. It has been developed at Penn State and National Center for
Atmospheric Research (NCAR) as a community mesoscale model and is continuously being
improved by contributions from users at several universities and government laboratories.
The Fifth-Generation NCAR / Penn State Mesoscale Model (MM5) is the latest in a series
that developed from a mesoscale model. The MM5 model is well described by Dudhia [1993]
and Grell et al. [1994], and successfully applied by Zülicke and Peters [2004] in the frame of
the LEWIZ project.

For a first proof of the results derived from the radar measurements during the case study
in January 2003, described in the previous Section 7.2.1, we will use here the MM5 model
output simulated for the same time [Ch. Zülicke, pers. comm., 2004].

Since MM5 is a regional model, it requires initial conditions as well as lateral boundary
conditions to run. The ECMWF data were used to initialize the model and to simulate the
zonal and meridional wind fields at the Andenes and Kiruna sides with time resolution of
1 h and vertical resolution of 50 m for the period from 24– 26 January, 2003. The zonal and
meridional wind fields measured by the ALWIN VHF radar at Andenes (Figure 7.26, left
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panel) and realized by the MM5 model (Figure 7.26, right panel) show comparable features,
like the wind maxima and minima in the same order.

Figure 7.26: Mean zonal and meridional winds at Andenes measured by the radar (a,b) and
derived from the MM5 model (c,d) from 24 - 26 January 2003.

The presence of unbalanced flow, either in numerical simulations or in atmospheric data, is
typically inferred via various quantities that provide indirect measures of imbalance. One
quantity to describe the imbalance is given by the horizontal divergence, which is a measure
of the local spreading of a vector field in a horizontal plane. The horizontal divergence is
here expressed by zonal and meridional wind fields in Cartesian coordinates

∇H · v =
∂u

∂x
+

∂v

∂y
, (7.5)

where u and v are the zonal and meridional components of the vector wind field v along the
horizontal axes x and y, respectively.

As shown in Figure 7.27, the horizontal divergence calculated for 04:00 UT 24 January, 2003
shows clear wave structures over the Scandinavian mountain ridge especially on the Kiruna
side.

By application of the wavelet analysis on both, the radar and model data, we found dominant
observed periods and vertical wavelengths in zonal and meridional winds. As shown in the
wavelet transform of the radar data measured at Andenes (Figure 7.28, left), we derived a
significant wave with an observed period of about 13 h (Figure 7.28a) and a vertical wave-
length of 4-5 km. Similar structures can also be found in the averaged sum of the wavelet
power spectra of the zonal and meridional winds simulated by the model (Figure 7.28c,d).
The wavelet spectrum of time series averaged in height (Figure 7.28c) show a significant wave
event during 0:00-12:00 UT on 25 January, 2003 with an observed period ∼13 h, whereas in
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Andenes

Kiruna
Scandinavian

mountains

Figure 7.27: Height cross section of the horizontal divergence (red-blue) and mean zonal wind
(green) along the line connecting Andenes and Kiruna. (Ch. Zülicke, pers. comm., 2004)

the wavelet spectrum of the vertical profiles of the horizonal winds (Figure 7.28d) averaged
in the time, a significant vertical wavelength ∼5 km has been detected.

Consequently, this information has been used to construct the filter for the estimation of
wind perturbations and apply the Stokes parameter estimation for simulated data over the
Andenes and Kiruna sides presented in the Table 7.7.

Stokes parameters Andenes Kiruna

Degree of polarization, dm1,m2 0.77 0.83

Major axis orientation, Θm1,m2 −38◦ −43◦

Phase difference, δm1,m2 −126.7◦ −118.8◦

Ellipse axial ratio, Rm1,m2 0.49 0.59

Table 7.7: Stokes parameters derived from MM5 model output on 25 January 2003 for 1
hours starting from 15:00 UT and averaged in wavelengths from 3.2 km to 9.6 km.

In contrast to the results derived from the radar measurements, we found the maximum energy
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Figure 7.28: The sum of the wavelet spectra applied to the zonal and meridional winds. The
upper panel (a, c) shows the Morlet wavelet transform of the time series averaged over the
altitude ranges 6 – 7 km. The lower panel (b, d) shows the averaged in time Paul wavelet
transforms of vertical profiles of horizontal winds. Radar measurements (a, b) and MM5
model output (c, d) have been used.

in the model data at 15:00-16 UT on 25 January, whereas the radar data showed the peak of
the wave activity mostly at 9:00-10:00 UT on 25 January. Possible reasons are connected with
internal processes in the model development or with a time resolution of 6 h in the ECMWF
data. Also the obtained direction of the wave propagation differs by ∼ 25◦. The final
gravity waves parameters estimated by the solution of the Doppler equation (Equation 2.9),
dispersion relationship (Equation 2.25) and polarization ellipse equation (Equation 2.10) are
given in the Table 7.8.

The analysis of each location leads to a gravity wave with observed period Tob of ∼13 h and
vertical wavelength of ∼4.8 km. The horizontal wavelength Lh is -642 km and -744 km, and
intrinsic period Tin is 4.1 h and 4.9 h at Andenes and Kiruna, respectively. The wave has
negative vertical group velocity and propagates downward. Thus, it is supposed that this
wave is connected to the jet stream in the upper troposphere during 25 January, shown in
Figure 7.26.

As a conclusion of this first comparison, we can summarize, that the model analysis partially
confirms the results obtained by single radar measurements, except the time, when the peak
of the wave activity reaches the maximum. We found similar wave parameters derived from
measurements and simulations, but with a time delay of 6 h between the energy maxima.
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IGW parameters Andenes Kiruna

Mean horizontal wind, u, m/s 29.5 25.9

(in the wave propagation direction)

Wind shear component, ∂v/∂z, s−1 2.7 · 10−3 3.3 · 10−3

Intrinsic period, 2π/ω̂, h 4.1 4.9

Observed period, 2π/ωob, h 13 13

Horizontal wavelength, 2π/k, km -642 -744

Vertical wavelength, 2π/m, km 4.8 4.8

Horizontal phase velocity, υ̂ph, m/s -43 -41

Vertical phase velocity, υ̂pz, m/s 0.3 0.3

Horizontal group velocity, ĉgh, m/s -3.0 -3.4

Vertical group velocity, ĉgz, m/s −22 · 10−3 −22 · 10−3

Table 7.8: Gravity waves parameters derived for the MM5 model output at Andenes and
Kiruna using the results of the Stokes-parameter analysis. For comparison with the observa-
tional results see Table 7.7 .

7.2.3 Gravity waves during the MaCWAVE/MIDAS campaign in July
2002

A first part of the international MaCWAVE/MIDAS campaign [Goldberg et al., 2003] has
been provided in July 2002 at the Andøya Rocket Range near Andenes in Northern Norway,
as well as at Esrange facility at Kiruna in Sweden. This part of the project was focused on
the gravity wave propagation, instability, and wave-wave and wave-mean flow interaction,
especially contributing to the summer mesopause structure and variability [Goldberg et al.,
2004]. This campaign involved launches of sounding rockets, meteorological rockets (falling
spheres), ground based VHF and MF radars, balloons, and Rayleigh and sodium resonance
lidars. For a review on the results of the common investigations in the tropo- and stratosphere,
we refer to Schöch et al. [2004], and here we will concentrate on the results derived from the
radar measurements.

The ALWIN VHF radar in Andenes and ESRAD MST radar in Kiruna were used to investi-
gate the dynamics in the troposphere and lower stratosphere. Wind data are available from
the ALWIN radar for the whole period in July 2002, whereas ESRAD data are available from
3 July, 2002, 07:00 UT onward (Figure 7.29).

The radar data were averaged for 30 min intervals to reduce the noise and account for data
gaps caused by the alternating mode of measurements in the troposphere and mesosphere.
Analyses were then applied to estimate the zonal and meridional wind components from both
radar sites. The maximum zonal jet stream reaches the value 25-30 m/s on 4 July, around
22:00 UT, whereas the meridional wind reaches his maximum a little bit later on 5 July at
12:00 UT. To determine the scales of the primary waves, the wavelet transform was used.
The sum of wavelet power spectra of the zonal and meridional winds at Andenes are shown
in Figure 7.30.

The wavelet transform of time series (Figure 7.30a) shows the presence of different waves
during 5 – 6 July with observed periods of about 6 and 10 hours. From the analysis of the
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Figure 7.29: Mean zonal and meridional winds measured at Andenes (a,b) and Kiruna (c,d)
from 1 - 7 July 2002. The data are smoothed using a low-pass filter with cut off frequencies
corresponding to 4h in time and 800m in altitude.

Figure 7.30: The sum of the wavelet spectra applied to the zonal and meridional winds
measured at Andenes. The left panel (a) shows the Morlet wavelet transform of the time
series. The right panel (b) shows the averaged in time Paul wavelet transforms of vertical
profiles of horizontal winds.

vertical wind profiles (Figure 7.30b), we detected a vertical wavelength in the order of 3 km.
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The launch schedule for the MaCWAVE/MIDAS campaign is described in detail by Goldberg
et al. [2004]. The temporal development of the wave structure in the zonal and meridional
winds for the first (1–2 July) and second salvo (4–5 July) are shown in Figure 7.31 and
Figure 7.32, respectively. The filter bandwidths were selected for waves with periods from
1–12 hours in the time and with vertical wavelengths from 1–4 km.

Figure 7.31: Zonal and meridional wind perturbations at Andenes for 1–2 July 2002 after
band pass filtering with bandwidths of 1–12 h in time and 1–4 km in height.

Figure 7.32: Zonal and meridional wind perturbations at Andenes for 4–5 July 2002 after
band pass filtering with bandwidths of 1–12 h in time and 1–4 km in height.

During salvo 1, the wave patterns detected in both zonal and meridional wind components
show amplitudes up to 2 m/s, whereas during salvo 2, the amplitudes reach values up to
6 m/s in agreement with the larger wave activity in the stratosphere, observed with the
RMR lidar [Schöch et al., 2004]. After identifying of similar wave propagation directions
with a Stokes-parameter method, the complex cross-spectral analysis of common wave events
was performed using the zonal wind perturbations at both radar sites. The cross-spectral
analysis (Figure 7.33) shows common wave events at Andenes and Kiruna with coherent
observed periods of about 6 hours and 10,6 hours.

From the observed phase differences, horizontal wavelengths of ∼400 km and ∼600 km with
propagation directions of ∼ 32◦ and ∼ 16◦ have been estimated. The rotary spectra has
been applied to the tropospheric height range (3-8.1 km) and averaged for 24 hours starting
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Figure 7.33: Cross-power spectrum between radar measurements at Andenes and Kiruna for
the time from 4 July 2002, 0:00 UT to 5 July 2002, 24:00 UT, averaged over the height range
from 6.0 km to 8.1 km. Left part: Amplitude (black) and phase difference (red). Right part:
Coherency spectrum.

from 4th of July, 12:00 UT. Here we conclude from the Figure 7.34(a) that the shorter wave
has a vertical wavelength of ∼2.7 km and propagates downward while the longer wave has a
vertical wavelength of ∼3.2 km and propagates upward (Figure 7.34b).

Figure 7.34: Results of the rotary spectra applied to the tropospheric height range 3-8.1 km
and averaged for 24 hours starting from 4th of July, 12:00 UT after band pass filtering with
bandwidths of 2-8 h in time and 2-4.5 km in height (left) and 8-15 h; 2-4.5 km (right).

Combining all measurements carried out during the summer MaCWAVE/MIDAS campaign
[Schöch et al., 2004], we conclude that the excitation level for the short period waves must
have been in the troposphere or lower stratosphere region while the long period wave was
excited in the troposphere or orographically.



Chapter 8

Long period gravity waves and
PMSE

In spite of many experimental and theoretical investigations made during the last years
concerning the influence of gravity waves upon the middle atmosphere, a lot of scientific
topics and open questions remain. One of them is the connection between gravity waves
and the structure of Polar Mesosphere Summer Echoes (PMSE). PMSE are known since
their first detection with the Poker Flat radar at 50 MHz in 1979 [Ecklund and Balsley ,
1981] as very strong radar echoes occurring at mesospheric heights at polar latitudes during
summer conditions in the region of the lowest temperatures of the Earth’s atmosphere. These
phenomena have been observed at different stations, among others at Andenes (69◦N, 16◦E)
[Bremer et al., 2003], at Tromsoe (69◦N, 19◦E) [Röttger et al., 1988], at Kiruna (68◦N, 21◦E)
[Kirkwood et al., 1998], at Svalbard (78◦N, 16◦E) [Hall and Röttger , 2001], and also recently
in the Southern hemisphere at Davies (69◦S, 78◦E) [Morris et al., 2004]. One remarkable
feature of all PMSE is the fact that the radar echoes often occur in the form of two or more
distinct layers that can persist for periods of up to several hours. A typical PMSE with a
double layer structure measured with the ALWIN Radar is shown in Figure 8.1. Until now,
the layering mechanism leading to these multiple structures is not well understood.

Guided by recently published ideas [Rapp and Lübken, 2003] on the physical origin of PMSE
and earlier observations of gravity wave – ice layer interactions [Rapp et al., 2002], micro-
physical model simulations [Rapp et al., 2003] have been recently used to consider the impact
of wave disturbances on the microphysics of ice particles and to demonstrate an enhanced
formation of multiple PMSE layer structures under the influence of temperature and wind
variations caused by a long period gravity wave. Model results for the ice charge number
density (with temperatures overplotted), and the calculated PMSE-profile after ∼11 hours
simulation time are presented in Figure 8.2, leading to three distinct layers peaking at ∼83.5,
∼88, and ∼89.5 km altitude (for details see Hoffmann et al. [2005]). Figure 8.2 further
shows that the layering occurs because of subsequent nucleation cycles of ice particles in the
uppermost (and coldest) gravity wave induced temperature minimum (see Figure 8.2A).

According to model calculations [Rapp et al., 2002], this process should be particularly pro-
nounced in the presence of long period gravity waves, i.e., waves that allow for the ”correct”
timing between nucleation, growth and sedimentation on the one hand and the phase prop-
agation of the wave on the other.

Here we are testing this model approach with gravity wave characteristics derived from VHF
radar wind measurements during PMSE observations carried out with the ALWIN VHF
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Figure 8.1: Height-time-intensity plot of the backscattered echo power, represented here by
the signal-to-noise ratio in dB from measurements with the ALWIN VHF radar at Andenes
with the vertically directed beam on July 12, 2001. Identified double layer structures are
marked by white and black lines and symbols, respectively. (After Hoffmann et al. [2005]).

Figure 8.2: Microphysical model results under the influence of a gravity wave with a verti-
cal wavelength of 6 km, a horizontal wavelength of 600 km and an intrinsic period of 470
min. (A) Time-altitude development of ice charge number densities (colored contours) and
temperatures (black isolines). (B) Altitude profiles of the PMSE-proxy, estimated from a
modelled radar reflectivity (black line), and the backscatter ratio at 532 nm wavelength (red
line) after 11 hours of simulated time (Adopted from Hoffmann et al. [2005]).

radar [Latteck et al., 1999] in a case study in summer 2001. For a climatologic test of this
approach we will determine a daily measure of the kinetic energy of gravity waves estimated
for different periods from continuous winds derived from continuous observations with the
Andenes-MF-Radar for one PMSE season in order to correlate them with the daily occurrence
rate of multiple PMSE layer structures for one PMSE season. Details of the MF Radar at
Andenes can be found in Singer et al. [1997].
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8.1 A case study of gravity waves during PMSE

To confirm this model approach during the PMSE season 2001 we investigate the VHF radar
wind measurements during the PMSE observations with a double layer structure for the event
already shown in Figure 8.1. The wind perturbations to describe the primary gravity waves
and to consider their height and time dependence, were derived using a suitable band pass
filter in height and time, whereas the filter parameters itself have been estimated by wavelet
transforms (Figure 8.3) of the time series for constant heights and of the wind profiles for
constant times, respectively.
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Figure 8.3: Wavelet transform of the zonal wind profiles versus height on 12 July at 16:00
UT (left panel) and wavelet transform of the time series of the zonal winds at the altitude
85.3 km (right panel) of ALWIN VHF radar measurements at Andenes during PMSE.

Based on the filtered data we have applied the hodograph technique (Figure 8.4) on the
ALWIN VHF radar wind data on 12 July 2001, 16:00 UT to prove the existence of a gravity
wave and to estimate the gravity wave parameters (Table 8.1).

From the ratio of the major to the minor axis of the ellipse, corresponding to the ratio between
the intrinsic frequency of the gravity wave to the inertial frequency at 69◦N , we estimate an
intrinsic period of ∼5.8 h. Using this information in the dispersion relation together with the
vertical wavelength of 4 km, a horizontal wavelength of ∼300 km has been estimated.

As shown by the analysis above we found the evidence for a long period gravity wave during
the occurrence of a multiple PMSE layer. This confirms the model assumption that the
observed multiple PMSE layer structures are mainly caused by the layering of particles in
the cold phases of long period gravity waves. Note that we have checked a number of other
cases generally leading to similar results as those described above.

IGW parameters

Intrinsic period, 2π/ω̂, h 5.8

Horizontal wavelength, 2π/k, km ∼ 300

Vertical wavelength, 2π/m, km 4.0

Table 8.1: Gravity waves parameters derived from the from the filtered ALWIN VHF radar
measurements.
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Figure 8.4: Hodograph of the wind perturbations derived from the filtered ALWIN VHF
radar measurements between 83.1 and 87.0 km on 12 July 2001, at 16:00 UT. The solid line
shows the fitted ellipse, the triangle marks the starting point (After Hoffmann et al. [2005]).

8.2 Climatology of gravity waves and multiple PMSE layers

To test the proposed mechanism for the formation of multiple PMSE layers and confirm
the idea of the role of long period gravity waves on the formation of multiple PMSE layer
structures for a whole summer season 2001, we have determined a mean climatology of gravity
wave parameters based on continuous wind measurements with the Andenes-MF-Radar.

In Figure 8.5 we present wind variances estimated with bandwidths of 2 hours for periods
from 2–4 h, 3–5 h, ...,13–15 h, respectively. Here, we used a scale-averaged wavelet power
determined by the weighted sum of the wavelet power spectrum over the selected scales
[Torrence and Compo, 1998]. As expected, the variations at about 12 h, mainly caused by
the mean semidiurnal tide, are dominant (Figure 8.5a). A secondary maximum occurs for
periods around 6 h, which still persists if we remove the mean tides for the used two months
(Figure 8.5b).

Next, we investigate for which period and for which height we receive the strongest correlation
between daily values of the variances derived from MF radar winds with the daily occurrence
rate of multiple PMSE layers. In Figure 8.6 the correlation coefficients between the daily
occurrence rate of multiple PMSE layers and the variances of meridional MF radar winds at
different heights are shown for periods from 2–4 h, 3–5 h, ..., 13–15 h, respectively.

The strongest correlation occurs with the variances of meridional winds at 86 km for periods
between 5 and 7 h with a correlation coefficient of 0.42 which is significant with more than
99% with the used 61 daily values. This is also confirmed by the scatter-plot in Figure 8.7,
where the occurrence of the multiple PMSE layers versus the variance of the meridional wind
perturbations, derived for two months (01.06.-30.07.2001) at the height 86 km, is shown.
Note, that the slightly weaker negative correlation for periods around 10-12 h in Figure 8.6
is probably caused by the general influence of semidiurnal tides on the variation of PMSE
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Figure 8.5: Left panel (a): Variances of zonal and meridional winds for periods from 2–4 h,
3–5 h, ..., 13–15 h, derived from MF Radar Andenes at different heights from 01 June – 30
July, 2001; right panel (b): as (a), but after removal of the mean tides estimated for the hole
period (After Hoffmann et al. [2005]).

Figure 8.6: Correlation coefficient between daily values of variances of meridional MF radar
winds at different heights for periods from 2–4 h, 3–5 h, ..., 13–15 h and the daily occurrence
rate of multiple PMSE layers (01 June – 30 July, 2001) (After Hoffmann et al. [2005]).

[Hoffmann et al., 1999]. To illustrate the derived connection, Figure 8.8 represents the time
series of the daily occurrence rate of multiple PMSE layers during June and July 2001 in
comparison with the daily variances of the meridional wind perturbations for periods between
5–7 hours, derived for two month (01.06.-30.07.2001) at the height 86 km.

Summarizing these results, experimental evidence was found to confirm microphysical as-
sumptions that observed multiple PMSE layer structures are mainly caused by layering of
ice particles in the cold phases of long period gravity waves, at first in a case study using
VHF radar wind measurements during the PMSE observations. Additionally, a climatology
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Figure 8.7: Scatter plot of the daily variance of the meridional winds for periods between 5
– 7 h, derived from MF radar measurements in Andenes at the height 86 km, and the daily
occurrence rates of multiple PMSE layers during summer 2001.

Figure 8.8: Occurrence of the multiple PMSE layers with signal-to-noise ratio > 5dB (lower
panel) and variance of meridional wind perturbations with observed periods 5-7 h (upper
panel), derived from MF radar measurements in Andenes at the height 86 km.

of long period gravity waves based on continuous MF radar winds during one PMSE season
has been investigated. Here, the strongest correlation between the daily occurrence rate of
multiple PMSE layers and the variances estimated for different periods in the fluctuations of
the MF radar winds have been found for variances of the meridional winds at an altitude of
86 km derived for periods between 5 – 7 h.



Chapter 9

Summary and Outlook

The knowledge on the generation, propagation and dissipation of gravity waves contributes
essentially to the understanding of vertical coupling processes from the troposphere up to
mesospheric/lower thermospheric heights due to their ability to transport energy and mo-
mentum from the sources to other parts of the atmosphere much faster than by the mean
flow.

VHF radars are very useful tools for observations of gravity waves, since they are able to
measure continuously 3D winds with height and time resolutions adapted to gravity wave
parameters. To identify gravity waves, to consider their height and time dependencies, and
to separate simultaneously existing waves, the wavelet analysis has been successfully applied
here in combination with matched filter routines. Applying the rotary spectrum, hodograph,
and Stokes-parameter spectrum, the main characteristics of gravity waves have been obtained.

All methods were applied in the frame of the two projects, the LEWIZ project in Northern
Germany and the MaCWAVE/MIDAS project in Northern Scandinavia. At both places,
measurements with two collocated radars separated by about 250 km have been used as a
simple case of a radar network to investigate the spatial propagation of gravity waves. In
addition to the analyses applicable to single radar data, a cross-spectral analysis has been
introduced and applied to identify common waves and to investigate their temporal/spatial
differences. With this method, the horizontal wavelength and phase velocity of the propagat-
ing waves are directly estimated using only the geometry, the phase differences of coherent
waves at both locations, and the mean direction of the wave propagation vector, without
additional knowledge on background winds and their changes.

The main objective of the LEWIZ project was to investigate the appearance of strong inertia-
gravity waves, their generation and properties in connection with Rossby wave breaking
events in a region without orography (Northern Germany). Additionally to the continuous
measurements with the OSWIN VHF radar at Kühlungsborn during a first LEWIZ campaign
carried out in December 1999, data from a UHF wind profiler at Lindenberg have been
used. Based on estimated vertical wavelengths near the tropopause region and the detected
dominant observed periods derived from the wavelet transform of the wind measurements
at both locations, two types of simultaneously occurring gravity waves have been detected.
The first one with an observed period of 11.4 hours shows a downward energy propagation in
the troposphere as estimated by rotary spectra as well as hodographs and moves against the
background jet stream in the upper troposphere with a characteristic horizontal wavelength
of 300 km. Note that this period lies in the range of semidiurnal tidal waves, which practically
play no role in the troposphere due to their small amplitudes in comparison to those of the
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gravity waves. Further, a secondary less pronounced wave with a horizontal wavelength in
the order of about 200 km moving with the wind. These waves show upward directed energy
propagations and could be generated by frontal activity or deep convection in the boundary
layer of the atmosphere.

In addition, a third possibility to excite secondary gravity waves in the atmosphere by non-
linear wave-wave interactions has been proved by the bispectral analysis applied to a case
study carried out in February 2002 during another LEWIZ campaign in Kühlungsborn. Here
it was found that two waves with different observed periods or vertical wavenumbers were
responsible for the appearance of the third gravity wave with a quite different period and
vertical wavelength.

In all cases, possible influences of vertical wind shear effects on the dispersion and polarization
relation have been considered to estimate all gravity wave characteristics as the intrinsic
periods, polarization coefficients, directions of propagation, phase and group velocities.

The cross-spectral analysis between the data of both radars have been used to estimate di-
rectly the horizontal wavelengths for waves moving against the jet stream as well as the
corresponding phase velocities, which are in good agreement with the results estimated sep-
arately at each location.

In the frame of two MaCWAVE/MIDAS-campaigns, in summer 2002 and winter 2003, the
generation and propagation of inertia-gravity waves additionally influenced by orographically
excited mountain waves over North Scandinavia were investigated with different instruments
at the Andøya Rocket Range near Andenes, as well as at the Esrange facilities at Kiruna.
Here the continuous measurements of ALWIN VHF Radar at Andenes and Esrange MST
radar at Kiruna have been used.

During the summer campaign in July 2002 the wave patterns are detected in both zonal and
meridional wind components in the upper troposphere/lower stratosphere (2-15 km). The
presence of gravity waves in the stratosphere (20-70 km) during that time is confirmed by
a large wave activity observed by measurements with the RMR lidar. After identification
of similar wave propagation direction with a Stokes-parameter method, the complex cross-
spectral analysis shows that the spectra were similar above Andenes and Kiruna and that
the coherence was largest for waves with observed periods of about 6 hours and 10.6 hours.

Combining the measurements from two radars, we found that the excitation level for the
short-periodic waves must be in the troposphere or lower stratosphere region while the long-
periodic wave was excited in the troposphere or at the boundary layer.

The analyses of the winter campaign in January 2003 applied to the radar measurements
at Andenes and Kiruna independently, show the presence of a long horizontal gravity wave
with an intrinsic period of 5 h, horizontal and vertical wavelengths in the order of -650 km
and 5 km, respectively. Furthermore, the wave is propagating nearly in the same direction at
both locations with a velocity of ∼-40 m/s, and the wave activity is higher on the East-side
of the Scandinavian mountain ridge at Kiruna. It has been shown that this gravity wave is
originating in the tropopause region in connection with a jet maximum. Additionally, the
cross-spectral analysis has been performed confirming the results from independent analyses.

First estimations of the zonal and meridional momentum fluxes confirm the existence of a
source for the generation of gravity waves in the jet region in the troposphere. The derived
energy propagation is downward in the troposphere and upward in the lower stratosphere.
The temporal development of horizontal fluxes and mean-flow accelerations show consistent
maxima in agreement with maxima of the wave activity derived with wavelet analyses.
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Detailed gravity wave analyses based on mesoscale MM5 model data for the winter
MaCWAVE/MIDAS campaign have been used for first comparisons with experimentally ob-
tained results and confirm them partially.

Gravity waves in the mesospheric region play an important role for the explanation of
multiple-layered structures of PMSE. A case study carried out with VHF wind radar at
Andenes, shows the evidence for a long period gravity wave during the occurrence of multiple
PMSE layers. This confirms microphysical model assumptions that the observed multiple
PMSE layer structures are mainly caused by the layering of ice particles in the cold phases
of long period gravity waves. For a further evidence of this idea, a gravity wave climatology
has been investigated based on continuous MF radar winds during one PMSE season. The
strongest correlation between the daily occurrence rate of multiple PMSE layers and the vari-
ances of the MF radar winds, estimated for different periods, have been found for variances
of the meridional winds at an altitude of 86 km derived for periods between 5 – 7 h.

Further investigations should be done in the following directions:

• to understand general structure and dynamics of the atmosphere and its variability
it is important to investigate gravity waves from their sources in the troposphere to
the lower thermosphere. Due to the experimental methods used often only limited
height intervals are analyzed. Using and combining new radar and lidar methods, more
continuous observation should be possible;

• to get more reliable results, simultaneous observations and analyses of gravity waves
detected by different methods (wind from radar, temperature from lidar, temperature
and wind from radiosondes) have to be used. In the past often only one parameter
(wind or temperature) has been analyzed;

• to separate pure standing mountain waves by analysis of vertical winds and to in-
vestigate their possible interactions with jet induced inertia-gravity waves near the
Scandinavian mountain ridge;

• more comparisons between mesoscale model and observations including the estimation
of momentum fluxes and the nonlinear wave-wave interaction will improve the detailed
analysis of the generation and three-dimensional propagation of gravity waves in the
tropo- and lower stratosphere during individual events.

With this thesis we would like to encourage future investigations of gravity wave character-
istics by a stronger usage of available networks of atmospheric radars or wind profilers for
the investigation of gravity waves, their horizontal wavelengths and phase velocities, their
mesoscale behavior, and to improve the statistical reliability of the results.



Appendix A

Linear gravity wave theory

Almost all of theoretical studies of gravity waves are using the linear theory to get a better
understanding of the main processes. The simplifications are based on a separation into slowly
varying stationary background parts and small first-order perturbations. The background
flows often can satisfy these conditions, but in the atmosphere, where many different waves
can exist, these constraints may not be strictly applicable and wave-wave interactions may
be important (Section 5.5). But the linear theory still can be used for better understanding
and to make first-order analysis of observations. The accuracy and practical limitations of
the linear theory were examined by Dörnbrack and Nappo [1997].

The derivation of the dispersion relation to describe the connection between the main gravity
wave characteristics is based on the solution of the fluid-dynamical equations of motion in an
inviscid atmosphere [Gossard and Hooke, 1975; Holton, 1992; Zink , 2000]:

Du

Dt
− fcv = −1

ρ

∂p

∂x

Dv

Dt
+ fcu = −1

ρ

∂p

∂y
(A.1)

Dw

Dt
= −1

ρ

∂p

∂z
− g,

where v =




u

v

w


 is the fluid velocity,

fc = 2Ω sinϕ is the Coriolis parameter,
with Ω the Earth’s angular rotation rate
and ϕ the latitude of observation,
ρ is the density,
g is the acceleration due to the gravity, and
D
Dt represents differentiation following the motion, i.e. D

Dt = ∂
∂t + v∇.

Equations A.1 are the expressions for momentum in x-,y- and z-directions. The mass conti-
nuity equation is

1
ρ

∂ρ

∂t
+

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0. (A.2)
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If the advection process is fast enough and does not allow any heat exchange of the advected
parcel with its environment, we can use the adiabatic ideal gas equation to close the system
of equations

Dp

Dρ
= γRT, (A.3)

where γ = cp/cV is the ratio of specific heat for constant pressure and constant volume, and
R is universal gas constant.

Equation A.3 can be expressed in terms of the potential temperature

Θ = T

(
pr

p

)k

, (A.4)

where k = γ−1
γ and pr is a reference pressure often chosen as 1000 hPa. The potential

temperature is the temperature that a parcel would acquire if moved adiabatically to a given
reference pressure level pr. The adiabatic ideal gas equation can be written as

DΘ
Dt

= 0. (A.5)

The above system of equations is highly nonlinear and very difficult to solve analytically.
However, the equations can be linearized and an analytical solution is much easier to achieve,
according to

u = u0 + εu′ + ε2u′′ + . . .

v = v0 + εv′ + ε2v′′ + . . .

w = w0 + εw′ + ε2w′′ + . . . (A.6)
p = p0 + εp′ + ε2p′′ + . . .

ρ = ρ0 + ερ′ + ε2ρ′′ + . . . ,

where ε is a small ordering parameter. Substituting Equations A.6 into Equations A.1 and A.3

and assuming a background atmosphere with u(z) =




u0

v0

0


 yields the following perturba-

tion equations to first order in ε:

Du′

Dt
+ w′

∂u

∂z
− fcv

′ = − 1
ρ0

∂p′
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(A.7)

Dv′

Dt
+ w′

∂v

∂z
+ fcu

′ = − 1
ρ0

∂p′

∂y
(A.8)

Dw′

Dt
= − 1

ρ0

∂p′

∂z
− ρ′

ρ0
g (A.9)

Dρ′

Dt
+ w′

∂ρ0

∂z
+ ρ0divu′ = 0 (A.10)

Dp′

Dt
+ w′

∂p0

∂z
− γRT0

(
Dρ′

Dt
+ w′

∂ρ0

∂z

)
= 0. (A.11)
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Substituting wave-like solutions of the form




u′

v′

w′


 = ρ

−1/2
0




û

v̂

ŵ


 exp i(kx + ly + mz − ωt) (A.12)


 p′

ρ′


 = ρ

1/2
0


 p̂

ρ̂


 exp i(kx + ly + mz − ωt) (A.13)

we obtain

− iω̂u′ − fcv
′ + ikp′ = 0

− iω̂v′ + fcu
′ + ilp′ = 0

− iω̂w′ + gp′ + i

(
m− i

2Hp

)
p′ = 0 (A.14)

− iω̂ + i

(
m− i

2Hp

)
w′ + iku′ + ilv′ = 0

− iω̂
p′

c2
s

+ iω̂ρ′ +
N2

g
w′ = 0,

where

ω̂ = ω − ku− lv (A.15)

is the intrinsic frequency, i.e. the frequency in a coordinate system moving with the fluid.

N2 = − g

ρ0

∂ρ0

∂z
− g2

c2
s

=
g

Θ0

∂Θ0

∂z
(A.16)

is the Brunt-Väisälä frequency,

Hp =
1
ρ0

∂ρ0

∂z
(A.17)

the density scale height and

cs =
√

γRT0 (A.18)

the speed of sound. We neglect now the background shear terms in Equations A.7 and A.8 by
assuming u , v, cs, N , and Hp vary only slowly over a wave cycle in the vertical [Gill , 1982].
Now the dispersion relation can be obtained by setting the determinant of system A.14 to
zero:

m2 =
N2 − ω̂2

ω̂2 − f2
c

(
k2 + l2

)
− 1

4H2
p

+
ω̂2

c2
s

(A.19)

This equation supports both acoustic and gravity waves. By letting the sound speed cs >> ω̂
we can exclude acoustic waves:
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m2 =
N2 − ω̂2

ω̂2 − f2
c

(
k2 + l2

)
− 1

4H2
p

(A.20)

or alternatively for the intrinsic frequency

ω̂2 =
N2

(
k2 + l2

)
+ f2

c

(
m2 + 1

4H2
p

)

k2 + l2 + m2 + 1
4H2

p

(A.21)

Having obtained the dispersion relation (Equation A.20) by setting the determinant of system
A.14 to zero and neglecting the term i

2Hp
in the third and fourth equations of A.14 we can

now solve the system for the perturbation quantities. The Equations A.22 are the so-called
polarization equations, which are relating the perturbation quantities to each other.

v′ =
lω̂ − ikfc

kω̂ + ilfc
u′

w′ = − ω̂m

ω̂k + ifcl

ω̂2 − f2
c

N2 − ω̂2
u′ (A.22)

T̂ ′ =
T ′

T0
= −i

N2

gω̂w′
= i

N2
(
k2 + l2

)

mg

1
ω̂k + ifcl

u′.



Appendix B

Structure of the developed software

For the analysis of gravity waves presented in this thesis a software package was developed.
The package includes different programs written in IDL (Interactive Data Language, Research
Systems Inc.) programming language. The programs realize low-pass filtering, wavelet trans-
form, band-pass filtering of winds measured by radars, as well as estimation of bispectra and
vertical fluxes. Using this package different kinds of spectral analysis with a final estimation
of gravity wave characteristics are available. The structure of the developed software is shown
on the following block-scheme in Figures B.1 and B.2. After each step there is a possibility
to save the results in ASCII files or to plot the figures in Postscript files.
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Figure B.1: Block-scheme of the developed software package for gravity waves investigation
(Part 1).
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Figure B.2: Block-scheme of the developed software package for gravity waves investigation
(Part 2).



Appendix C

Partial list of symbols and
abbreviations

α Angle between radar distance vector and wave propagation vector

β Angle between the direction of the flux and wave propagation

γ Ratio of specific heat for constant pressure and constant volume

(ξ, η) Separation between two signal pattern points on the ground

Θ Direction of the wave propagation

ρ Atmospheric density

τ Time delay

υ Radial velocity

υd Line-of-sight component of velocity vector of the target relative to the radar

υp Phase velocity

υph Observed horizontal phase velocity in direction of wave propagation

υ̂ph Intrinsic horizontal phase velocity in direction of wave propagation

υ̂pz Vertical intrinsic phase velocity

υpx Phase velocity along x-axis

υpy Phase velocity along y-axis

υpz Phase velocity along z-axis

φ Phase of wave oscillation

ϕ Geographical latitude

Ω Earth’s angular rotation rate

ω Angular wave frequency

ωob Observed angular wave frequency

ω̂ Intrinsic wave frequency

a0 amplitude of wave oscillation
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B Bispectrum

b Wavelet dilation

c Speed of light

cs Speed of sound

cg Group velocity

ĉgh Intrinsic horizontal group velocity in direction of wave propagation

ĉgz Vertical intrinsic group velocity

cgh Horizontal group velocity in direction of wave propagation

cgx Group velocity for x-direction

cgy Group velocity for y-direction

cgz Group velocity for z-direction

d Degree of wave polarization

E Total energy
−→
F Eliassen-Palm flux

f Frequency

fc Coriolis parameter

fd Doppler frequency shift of echoes from a moving target relative to the radar

Gmorlet, Gpaul Fourier representation of the Morlet and Paul wavelets

g Acceleration of gravity

gmorlet, gpaul Time representation of the Morlet and Paul wavelets

H Heaviside step function

Hp Density scale height

I, D, P, Q Stokes parameters: total variance, axial anisotropy,

”in phase” covariance, ”in quadrature” covariance

i Complex unit value, i =
√−1

~k Total wave vector

k Zonal wavenumber

kh Horizontal wavenumber, kh =
√

k2 + l2

L Wavelength

Lh Horizontal wavelength

Lx Projection of L in x direction

Ly Projection of L in y direction

Lz Projection of L in z direction

l Meridional wavenumber
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m Vertical wavenumber

N Brunt-Väisälä frequency

p Pressure

p′ Pressure perturbations

p̂ Amplitude of pressure perturbations

p0 Mean pressure

pr Reference pressure often chosen as 1000 hPa

R Polarization ellipse ratio

~r Distance vector, ~r = ~x + ~y + ~z
−→
S Distance vector between both radars

s Wavelet scale

T Absolute temperature

T ′ Temperature perturbations

T̂ ′ Normalized temperature perturbations, T̂ ′ = T ′
T0

Tin Intrinsic period

Tob Observed period

t Time

U Fourier transform of zonal wind

UR Real part of spectra of zonal wind

UI Imaginary part of spectra of zonal wind

u zonal wind

u Total mean wind, u = (u, v, w)

uh Horizontal wind in direction of wave propagation

u0 Mean zonal wind

u Mean horizontal wind component parallel to wave propagation

u′ Zonal wind perturbations

û Amplitude of zonal wind perturbations

V Fourier transform of meridional wind

VR Real part of spectra of meridional wind

VI Imaginary part of spectra of meridional wind

v Meridional wind

v = (υx, υy, υz) Wind velocity vector at a given height

v0 Mean meridional wind

v Mean horizontal wind component perpendicular to wave propagation
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v′ Meridional wind perturbations

v̂ Amplitude of meridional wind perturbations

W Wavelet transform

w Vertical wind

w0 Mean vertical wind

w′ Vertical wind perturbations

ŵ Amplitude of vertical wind perturbations

ALWIN ALOMAR wind radar

ATRAD Atmospheric Radar Systems Pty. Ltd, Thebarton, S.A., Australia

CIRA COSPAR International Reference Atmosphere

DBS Doppler Beam Swinging method

DWD Deutscher Wetterdienst (German)

ECMWF European Center for Medium-range Weather Forecasts

ESRAD Esrange MST radar

FCA Full Correlation Analysis

FFT Fast Fourier Transform

GPS Global Positioning System

GCM General Circulation Model

HF High Frequency

IGW Inertia-Gravity Waves

KE Kinetic energy

LEWIZ Letzter Winter im Zwanzigsten Jahrhundert (German)

Lidar LIght Detection And Ranging

MaCWAVE Mountain and Convective Waves Ascending Vertically

MIDAS Middle Atmosphere Dynamics and Structure

MF Medium Frequency

MLT Mesosphere/Lower Thermosphere

MM5 Fifth-Generation NCAR / Penn State Mesoscale Model

MST Mesosphere Stratosphere Troposphere

NCEP National Center for Environmental Prediction

NLC Noctilucent Clouds
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NCAR National Center for Atmospheric Research

OSWIN Ostsee Wind radar

PE Potential energy

PMSE Polar Mesosphere Summer Echoes

QPC Quadratic Phase Coupling

RASS Radio Acoustic Sounding System

TEM Transformed Eulerian Mean

UHF Ultra High Frequency

UT Universal Time

VHF Very Hight Frequency
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induced gravity wave associated with an observed stratospheric ice cloud over Greenland,
Atmos. Chem. Phys., 4, 1183–1200, 2004.

Carter, D. A., B. B. Balsley, W. L. Ecklund, K. S. Gage, A. C. Riddle, R. Garello, and
M. Crochet, Investigation of internal gravity waves using three vertically directed closely
spaced wind profiler, J. Geophys. Res., 94, 8633–8642, 1989.

Chilson, P. C., S. Kirkwood, and A. Nilsson, The Esrange MST radar: A brief introduction
and procedure for range validation using balloons, Radio Sci., 34 (2), 427–436, 1999.

Chimonas, G., The stability of a coupled wave-turbulence system in a parallel shear flow,
Boundary-Layer Meteorol., 2, 444–452, 1972.

Chimonas, G., and C. J. Nappo, A thunderstorm bow wave, J. Atmos. Sci., 44, 533–541,
1987.

Chimonas, G., and C. J. Nappo, Wave drag in the planetary boundary layer over complex
terrain, Boundary-Layer Meteorol., 47, 217–232, 1989.

Cho, J., Inertio-gravity wave parameter estimation from cross-spectral analysis, J. Geophys.
Res., 100, 18,727–18,737, 1995.

Clark, R. R., and J. S. Bergin, Bispectral analysis of mesosphere winds, J. Atmos. Solar
Terr. Phys., 59, 629–639, 1997.

Clark, T. E., and T. H. J. Kuettner, Convectively forced internal gravity waves: Results from
a two-dimensional numerical experiments, Quart. J. R. Met. Soc., 112, 899–925, 1986.

Clark, T. L., and W. R. Peltier, On the evolution and stability of finite amplitude mountain
waves, J. Atmos. Sci., 34, 1715–1730, 1977.

Cot, C., and J. Barat, Wave-turbulence interaction in the stratosphere: A case study, J.
Geophys. Res., 91, 2749–2756, 1986.

Dörnbrack, A., and C. J. Nappo, A note on the application of linear wave theory at a critical
level, Boundary-Layer Meteorol., 82, 399–416, 1997.

Dörnbrack, A., T. Birner, A. Fix, H. Flentje, A. Meister, H. Schmid, E. Browell, and M. Ma-
honey, Evidence for inertia gravity waves forming polar stratospheric clouds over Scandi-
navia, J. Geophys. Res., 197(D20), 8287, doi:10.1029/2001JD000452, 2002.

Doviak, R. J., and D. S. Zrnic, Doppler radar and weather observations, Academic Press,
New York, 1984.

Dudhia, J., A nonhydrostatic version of the Penn State-NCAR mesoscale model: Validation
tests and simulation of an atlantic cyclone and cold front, Mon. Weather Rev., 121, 1493–
1513, 1993.



BIBLIOGRAPHY 117

Dunkerton, T. J., On the mean meridional mass motions in the stratosphere and mesosphere,
J. Atmos. Sci., 35, 2325–2333, 1978.

Eckermann, S., Hodographic analysis of gravity waves: Relationships among Stokes param-
eters, rotary spectra and cross-spectral methods, J. Geophys. Res., 101, 19,169–19,174,
1996.

Eckermann, S., and R. Vincent, Falling sphere observations gravity waves motions in the
upper stratosphere over Australia, Pure Appl. Geophys., 130, 509–532, 1989.

Eckermann, S. D., I. Hirota, and W. K. Hocking, Gravity wave and equatorial wave morphol-
ogy of the stratosphere derived from long-term rocket soundings, Quart. J. R. Met. Soc.,
121, 149–186, 1995.

Ecklund, W. L., and B. B. Balsley, Long-term observations of the Arctic mesosphere with
the MST radar at Poker Flat, Alaska, J. Geophys. Res., 86, 7775–7780, 1981.

Ecklund, W. L., B. B. Balsley, D. A. Carter, A. C. Riddle, M. Crochet, and R. Garello,
Observations of vertical motions in the troposphere and lower stratosphere using three
closely spaced ST radars, Radio Sci., 20, 1196–1206, 1985.

Einaudi, F., and J. J. Finnigan, The interaction between an internal gravity wave and the
planetary boundary layer. Part I: The linear analysis, Quart. J. R. Met. Soc., 107, 793–806,
1981.

Eliassen, A., and E. Palm, On the transfer of energy in stationary mountain waves, Geofysiske
Publikasjoner, 22(3), 1–23, 1961.

Farge, M., Wavelet transforms and their applications to turbulence, Annu. Rev. Fluid Mech.,
24, 395–457, 1992.

Finke, U., Wechselwirkung zwischen hochreichender Konvektion und kurzperiodischen Schw-
erewellen, Ph.D. thesis, Universität München, Germany, 1995.

Fritts, D. C., Gravity wave saturation in the middle atmosphere: A review of theory and
observations, Rev. Geophys. Space Phys., 22, 275–308, 1984.

Fritts, D. C., A review of gravity wave saturation processes, effects, and variability in the
middle atmosphere, Pure Appl. Geophys., 130, 343–317, 1989.

Fritts, D. C., and M. J. Alexander, Gravity wave dynamics and effects in the middle atmo-
sphere, Rev. Geophys., 41(1), 1003,doi:10.1029/2001RG000106, 2003.

Fritts, D. C., and T. E. VanZandt, Spectral estimates of gravity wave energy and momentum
fluxes. Part I: Energy dissipation, acceleration and constraints, J. Atmos. Sci., 50, 3685–
3694, 1993.

Fritts, D. C., and R. A. Vincent, Mesospheric momentum flux studies at Adelaide, Australia:
Observations and a gravity wave-tidal interaction model, J. Atmos. Sci., 44(3), 605–619,
1987.

Fritts, D. C., U.-P. Hoppe, and B. Inhester, A study of the vertical motion field near the
high-latitude mesopause during MAC-SINE, J. Atmos. Terr. Phys., 52, 927–938, 1990.



118 BIBLIOGRAPHY

Fua, D., G. Chimonas, F. Einaudi, and O. Zeman, An analysis of wave-turbulence interaction,
J. Atmos. Sci., 39, 2450–2463, 1982.

Gage, K. S., and B. B. Balsley, On the scattering and reflection mechanisms contributing to
clear air radar echoes from the troposphere, stratosphere, and mesosphere, Radio Sci., 15,
243–257, 1980.

Gage, K. S., B. B. Balsley, and J. L. Green, Fresnel scattering model for the specular echoes
observed by VHF radar, Radio Sci., 16, 1447–1453, 1981.

Geller, M. A., Dynamics of the middle atmosphere, Space Sci. Rev., 34, 359–375, 1983.

Gill, A. E., Atmosphere-Ocean Dynamics, Academic Press, New York, 1982.

Goldberg, R., et al., The MaCWAVE program to study gravity wave forcing of the polar
mesosphere during summer and winter, in Proceedings of the 16th ESA Symposium on
European Rocket and Balloon Programmes and Related Research, St. Gallen, Switzerland
(ESA SP–530), edited by B. Warmbein, pp. 345–350, ESA Publications Division, 2003.

Goldberg, R., et al., The MaCWAVE/MIDAS rocket and ground-based measurements of
polar summer dynamics: Overview and mean state structure, Geophys. Res. Lett., 31,
L24S02, doi:10.1029/2004GL019411, 2004.

Goody, R. M., and Y. L. Yung, Atmospheric radiation; theoretical basis, 2 ed., Oxford Uni-
versity Press, 1989.

Gossard, E. E., and W. H. Hooke, Waves in the atmosphere, Elsevier, New York, 1975.

Gossard, E. E., and W. Munk, On gravity waves in the atmosphere, J. Meteorol., 11, 259–269,
1954.

Grell, G., J. Dudhia, and D. R. Stauffer, A description of the fifth-generation Penn-
State/NCAR mesoscale model (MM5), Technical Report TN-398+IA, NCAR, 1994.

Guest, F. M., M. J. Reeder, C. J. Marks, and D. J. Karoly, Inertia-gravity waves observed in
the lower stratosphere over Macquarie Island, J. Atmos. Sci., 57, 737–752, 2000.

Gurvich, A., A. Kon, and V. Tatarskii, Scattering of electromagnetic waves on sound in
connection with problems of atmospheric sounding (review), Radiophys. Quant. Electron.,
30, 347–366, 1987.
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Summary

This work focuses on the investigation of inertia-gravity wave properties based on continuous
radar measurements of zonal and meridional winds. Gravity wave parameters have been
estimated at different locations separately and by a complex cross-spectral analysis of the
data of collocated radars. The temporal-spatial behavior of gravity waves is examined by the
wavelet analysis.
A case study carried out in a region with no large orography (Northern Germany) at Küh-
lungsborn (54.1◦N, 11.8◦E) and Lindenberg (52.2◦N, 14.1◦E) shows the appearance of strong
inertia-gravity waves in connection with Rossby wave breaking events. For the campaign
in December 1999, two kinds of gravity waves occurring simultaneously are detected with
horizontal wavelengths in the order of about 200-300 kilometers. One wave is generated by
a jet stream in the tropopause region, leading to a downward energy propagation in the tro-
posphere and moving against the mean background wind, whereas the other, slightly weaker
wave moves downwind and shows at both locations upward directed energy propagations, so
that this wave is probably generated by a frontal activity or deep convection in the boundary
layer. Additionally, the generation of a secondary wave by non-linear wave-wave interactions
has been proved by the bispectral analysis applied on the data of a campaign in February
2002 at Kühlungsborn during another Rossby wave breaking event.
To investigate the generation and propagation of gravity waves up to the polar mesosphere and
additionally influenced by orographically excited mountain waves over Northern Scandinavia,
in the frame of the international MaCWAVE/MIDAS program, two campaigns including in-
situ rocket and radiosonde measurements and ground-based lidar and radar observations were
carried out at Andenes (69.2◦N , 16.0◦E) and Kiruna (67.9◦N , 21.9◦E) in summer 2002 and
winter 2003. During the summer campaign, separate analyses and a complex cross-spectral
analysis show the presence of short-periodic as well as long-periodic waves which are excited
in the troposphere or lower stratosphere region and at the boundary layer, respectively.
The analyses of the winter campaign in January 2003 show the presence of a long period
horizontal gravity wave propagating nearly in the same direction at both locations with a
higher wave activity on the East-side of the Scandinavian mountain ridge at Kiruna. It has
been shown that this gravity wave is generated in the tropopause region in connection with
a strong eastward directed jet. Detailed gravity wave analyses based on the mesoscale MM5
model data for the winter MaCWAVE/MIDAS campaign have been used for comparison with
experimentally obtained result.
Experimental evidence was found to confirm microphysical assumptions that observed multi-
ple PMSE layer structures in the mesosphere are mainly caused by layering of ice particles in
the cold phases of long period gravity waves. Additionally, a gravity wave climatology based
on continuous wind measurements with the MF-Radar in Andenes confirms the strongest
correlation between the daily occurrence rate of multiple PMSE layers and the variances of
the meridional winds for periods between 5 – 7 h at an altitude of 86 km in the center of the
PMSE layers.





Zusammenfassung

Diese Arbeit beschäftigt sich mit der Untersuchung der Eigenschaften von Trägheitsschwere-
wellen auf der Basis kontinuierlicher Radarmessungen der zonalen und meridionalen Winde.
Schwerewellenparameter werden für verschiedene Radar-Standorte separat bestimmt sowie
zusätzlich durch Anwendung einer komplexen Kreuz-Spektral-Analyse der Daten benach-
barter Radars. Zur Berücksichtigung der Raum-Zeit-Struktur der Schwerewellen wird die
Wavelet-Analyse eingesetzt.
In einer Fallstudie in einem Gebiet ohne wesentliche Orography (Norddeutschland) in Küh-
lungsborn (54.1◦N, 11.8◦O) und Lindenberg (52.2◦N, 14.1◦O) wurden starke Trägheitsschwe-
rewellen in Verbindung mit brechenden Rossbywellen nachgewiesen. In dem untersuchten Fall
im Dezember 1999 treten gleichzeitig zwei Typen von Schwerewellen mit horizontalen Wel-
lenlängen von ca. 200–300 Kilometer auf. Eine Welle wird durch den Strahlstrom in der Tro-
popausenregion erzeugt, sie bewegt sich gegen den Grundstrom und zeigt in der Troposphäre
eine abwärtsgerichtete Energieausbreitung. Der andere, etwas schwächere Wellentyp bewegt
sich in Windrichtung und zeigt an beiden Messorten eine aufwärts gerichtete Energieaus-
bereitung, so dass die Quelle dieser Welle in der Grenzschicht (Frontensystem, Konvektion)
liegen muss. Während einer weiteren Messkampagne im Februar 2002 in Kühlungsborn zur
Untersuchung des Zusammenhanges von Schwerewellen mit brechenden Rossbywellen wurde
die Anregung einer sekundären Schwerewelle durch nicht-lineare Welle-Welle-Wechselwirkung
mit Hilfe einer Bispektralanalyse nachgewiesen.
Zur Untersuchung der Anregung und Ausbreitung von Schwerewellen bis in die polare Me-
sosphäre unter zusätzlichem Einfluss orografisch angeregter Gebirgswellen über Nordskandi-
navien im Rahmen des internationalen MaCWAVE/MIDAS Programms wurden zwei Kam-
pagnen mit direkten Raketen- und Radiosondenmessungen und verschiedenen bodengebunde-
nen Lidar- und Radarmessungen in Andenes (69.2◦N , 16.0◦O) und Kiruna (67.9◦N , 21.9◦O)
im Sommer 2002 und Winter 2003 durchgeführt. Separate Analysen und eine komplexe Kreuz-
Spektral-Analyse während der Sommermesskampagne zeigen sowohl kurzperiodische Wellen,
die in der Troposphäre / unteren Stratosphäre angeregt werden, als auch lang-periodische
Wellen, die in der unteren Troposphäre bzw. in der Grenzschicht ihren Ursprung haben
müssen. Aus den Analysen der Winterkampagne im Januar 2003 wird eine lang-periodische
Schwerewelle nachgewiesen, die an beiden Messorten nahezu die gleiche Ausbreitungsrich-
tung aufweist, und eine stärkere Wellenaktivität an der Ostseite des Skandinavischen Ge-
birgsrückens in Kiruna zeigt. Diese Schwerewelle wird in der Tropopausenregion in Verbin-
dung mit einem starken Westwind angeregt. Detaillierte Schwerewellenanalysen, basierend auf
den Daten mit dem mesoskaligen MM5-Modell für die MaCWAVE/MIDAS-Winterkampagne,
werden zum Vergleich mit den experimentell erhaltenen Schwerewellenparameter genutzt.
Auf der Basis mesosphärischer VHF-Radar-Windmessungen wurde im Rahmen einer Fallstu-
die ein experimenteller Nachweis zur Bestätigung mikrophysikalischer Simulationen gegeben,
nach der beobachtete PMSE-Mehrfachschichten in der Mesosphäre hauptsächlich durch die
Schichtung von Eis-Partikel in den kalten Phasen lang-periodischer Schwerewellen verursacht
werden. Zur klimatologischen Untersuchung dieses Zusammenhanges wurden die Varianzen
der kontinuierlichen Winde aus den MF-Radar-Messungen in Andenes des Sommers 2001
untersucht. Dabei zeigte sich die stärkste Korrelation zwischen der täglichen Rate des Auf-
tretens mehrfacher PMSE-Schichten mit der Varianz der meridionalen Winde für Perioden
zwischen 5 – 7 h in 86 km Höhe, im Zentrum der PMSE-Schichten.
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