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Chapter 1.

Introduction

Phenomenon of turbulence in the the mesosphere/lower thermosphere (MLT) region (roughly
from 50 to 120 km) is of great scientific interest. It is responsible for several important
atmospheric processes. The momentum transfer from waves to the background flow via
turbulence drives a summer-to-winterpole residual circulation, which induces downwelling
and adiabatic warming in winter, as well as upwelling and adiabatic cooling in summer. The
latter results in the fact that the coldest part of Earth’s atmosphere is the polar summer
mesopause (e.g., Lübken, 1999), a fact that is seemingly counterintuitive. Turbulence also
plays a role in the process of vertical redistribution of atmospheric trace constituents and
is directly heating and cooling the atmosphere in the processes of turbulent dissipation and
turbulent diffusion (e.g., Liu et al., 2000). Turbulence heating can take part in the process
of creation of Mesospheric Inversion Layers (MILs) (e.g., Meriwether and Gerrard , 2004),
which are common phonomena in the MLT region. Liu et al. (2000) suggest that process of
turbulent heating with high enough heating rates alone can create MIL. Turbulence is also
known to take part in the creation of the PMSE, Polar Mesospheric Summer Echoes (e.g.,
Rapp and Lübken, 2004), and is proposed to take part in the creation of the PMWE, Polar
Mesospheric Winter Echoes (e.g., Rapp et al., 2011). Despite its significance, turbulence in
the MLT region remains one of the least known processes in the Earth’s atmosphere. The
main reason for this is the fact that turbulence at these altitudes is very hard to investigate,
both in-situ and remotely. The turbulence cascade, which is a characteristic feature of
turbulence, extends to small scales, in the MLT region down to several meters, hence to
investigate it in sufficient detail in-situ measurements are the only possibility. Remote studies
of turbulence, i.e. radar turbulence measurements (e.g., Nastrom, 1997; Nastrom and Eaton,
1997; Nastrom and Tsuda, 2001), are still in development and do not possess sufficient
resolution to investigate turbulence in high detail.

In-situ measurements of turbulence in the MLT region in polar latitudes have been inten-
sively conducted since 1990 with use of the TOTAL (Hillert et al., 1994) and the CONE
(Giebeler et al., 1993) ionization gauges. Due to numerous rocket soundings, it was possi-
ble for Lübken (1997) and Lübken et al. (2002) to make the first statistical analysis of the
turbulence measurements in the mesosphere for winter and summer, respectively. These
statistics were a landmark in the MLT region turbulence research, despite the fact that the
set of in-situ turbulence data used for the analysis was limited to 12 flights for winter and
8 flights for summer, conducted in Andøya Rocket Range (69o N) and Esrange (68o N).
The mean profiles for winter and summer obtained from these flights by Lübken (1997) and
Lübken et al. (2002) are shown in Fig. 1.1 with blue and red lines respectively. They used
Fourier turbulence analysis technique introduced by Lübken (1992) which had 1 km alti-
tude resolution. From current theoretical understanding of turbulence in the MLT region
it is apparent that this resolution is not enough to investigate turbulence inhomogeneity
and turbulence layer thickness in sufficient detail. Theoretical studies, e.g., by Weinstock

5



Figure 1.1 Climatologies for turbulence dissipation rate, ε, (heating rate on the top ab-
scissa) obtained at high latitudes by Lübken (1997) and Lübken et al. (2002) for winter
(blue line) and summer (red line) respectively. On the right ordinate approximate atmo-
spheric pressure is shown as a vertical coordinate.

(1978) and Hocking (1999), as well as direct numerical simulations made by Fritts et al.
(2003, 2009a, 2013a,b), suggest that thickness of the turbulent layer can be on order down
to tens of meters and as well turbulence exhibits inhomogeneity on these scales. Because of
its limited altitude resolution Fourier technique is not able to detect the turbulence layers
significantly thinner than its vertical resolution of 1 km. Since publication of Lübken (1997)
and Lübken et al. (2002) a new turbulence analysis technique has been developed, which uti-
lizes wavelet analysis technique (Strelnikov et al., 2003), with improved vertical resolution of
100 m. Also the experimental database was extended by several flights that were conducted
since the published climatologies.

This altogether has motivated a new statistical analysis of turbulence measurements in
the MLT region, with use of wavelet analysis and extended flights’ database. This analysis is
the main part of this thesis and is referred here as the New Statistical Turbulence Analysis.
To conduct this analysis, several improvements to turbulence derivation technique has been
developed. The turbulence dissipation rate, ε, is obtained by fitting theoretical model to the
spectrum obtained after wavelet transform of the residuals of neutral density fluctuations
measured during a rocket flight. Since the new data set is very extensive (35 flights in the
altitude range from 60 to 100 km divided into 100 m altitude bins gives more than 10000
individual spectra to analyze) automatization of the fitting process and derivation of ε-values
from the fit has been made. Besides, also improvement in turbulent dissipation rate error,
εERR, derivation was made, and set of criteria to distinguish between turbulent and non tur-
bulent spectra was established. In the results obtained using the new analysis, which shows
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general agreement with the old analysis, several new features were found, including exis-
tence of turbulence layers in summer below 82 km, existence of turbulence inhomogeneities
on scales of below 1 km, and as well the clear exponential increase of winter ε-values with
altitude until the turbopause, which was not found by Lübken (1997). Also, the experimental
results were compared with the results obtained using KMCM (Kühlungsborn Mechanistic
Circulation Model).

Apart from the improvements already mentioned concerning the previous analysis, this
work also presents extended turbulence statistics in addition to turbulence mean profiles. The
publications of Lübken (1997) and Lübken et al. (2002), apart from presenting climatologies,
were very limited in showing other statistics. These extended statistics can be useful to
understand various phenomena in the MLT region. Turbulence occurrence rate statistics are
compared with the PMSE and PMWE occurrence rate statistics. Turbulence variation with
altitude helps to quantify turbulence processes, and statistics on turbulence layer thickness
gives insight into turbulence inhomogeneity. Particularly interesting is the role of turbulence
for the creation of MILs. As mentioned, large turbulent heating rates values, on the order
of ≈ 10 K/h (240 K/day), are thought to create the MIL event itself (Liu et al., 2000).
These high ε-values are much higher than the mean profiles presented by Lübken (1997)
and Lübken et al. (2002), and were never found using the Fourier analysis. However using
wavelet analysis they are already observed, e.g., during ECOMA09 flight, where a MIL event
was accompanied by strong turbulence, with heating rates exceeding 10 K/h (240 K/day).
These results are described in the frame of this work (see Sec. 5.1). Once again it has to be
stressed that only using in-situ mesurements and spectral analysis with high enough vertical
resolution (wavelet analysis in our case) it is possible to detect such high ε-values.

Although significant advances in theoretical understanding of the role of turbulence in the
MLT region have been achieved, this work contains very important and comprehensive set of
in-situ measurements that consistently supports our current understanding of the significance
of MLT turbulence in the atmospheric system.

This thesis is organized as follows. After the introduction, in Chap. 2 description of
neutral air turbulence, which is a major topic of this manuscript is given. This part is
followed by a short review of our current knowledge of MILs and their possible formation
mechanisms, including that by turbulence (Chap. 3). Afterwards, in Chap. 4 description
of the New Statistical Turbulence Analysis, including deriving of εERR based on weights,
procedure of automatically setting fitting ranges and set of criteria to distinguish between
turbulent and non turbulent spectra is given. Chap. 5 contains geophysical results. First
results obtained during ECOMA09 flight conducted in 2010 in ARR are given, where a MIL
with accompanying strong turbulence was detected and investigated. Afterwards turbulence
climatologies for winter and summer obtained using the New Statistical Turbulence Analysis,
and also extended set of statistics for turbulence obtained in the frame of this analysis is
presented. Chap. 6 summarizes the results of this work, which is followed by an outlook to
a future use of the obtained results and upcoming rocket campaigns which will investigate
the MLT region’s turbulence.
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Chapter 2.

Turbulence

This chapter presents an introduction of the basic concept and equations, which will help to
describe the neutral air turbulence. Also theoretical considerations regarding the measure-
ments of MLT region’s turbulence are introduced and discussed here.

2.1. Energy Spectrum

Scales [m]

P
o

w
e

r

Energy Transfer

5000 1000 10
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subrange

inertial
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k 3
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~ ~ ~

Figure 2.1 Schematic representation of energy spectrum for turbulence (with typical scales
for the neutral turbulence in the mesosphere). The inertial and viscous subranges of the
spectrum represent the spectral model of Heisenberg (1948). In the spectrum charac-
teristic scales for turbulence: turbulence outer scale, LB , turbulence inner scale, l0, and
Kolmogorov microscale, η, are marked. Both axes are shown on logarithmic scales. The
thick black arrow denotes the direction of energy transfer from large to small scales. Cir-
cled blue arrows are shown as a convention to denote decreasing size of turbulent eddies
along the turbulence cascade.

It is commonly accepted that turbulence gets energy at the low wave number range. The
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turbulent kinetic energy is then cascading down to larger wave numbers and, when reaching
the wave numbers where viscosity dominates, this energy is dissipated into heat. The kinetic
energy distribution in the turbulent flow field can be described by the energy spectrum shown
in Fig. 2.1. It shows how the turbulent kinetic energy is distributed over the structures of
different scales (eddies of different size, denoted as blue circled arrows in figure). The scales
shown for this energy spectrum are typical for the mesosphere. The ordinate shows the power
spectral density, P , whereas the abscissa represents the spatial scales of turbulent structures,
l, which are related to the wave number as l = 2π/k. This spectrum can be split into different
parts based on the physical processes that dominate at the considered scales. The left-most
part of the spectrum (the largest scales) is called energy subrange and is the part where
turbulence gets its energy (mainly from gravity waves or wind shear). This acquired kinetic
energy is then transferred to the smaller scales by a process generally known as the energy
cascade. The next part of the spectrum is called the buoyancy subrange, since buoyancy
forces are dominating over viscosity and inertia. The next two and the most important parts
for our study are the inertial and viscous subranges. In the inertial subrange the motion of
the turbulent eddies is dominated by inertial forces and energy is transported from larger
scales to smaller ones by means of vortex stretching due to the non-linear terms in the Navier-
Stokes equations (e.g., Burchard , 2002). The underlying idea is that a given turbulent eddy
is stretched by the shear stress induced by a larger eddy. In the viscous subrange the viscous
dissipation plays a significant role: that is, the kinetic energy is dissipated to heat by viscous
forces. The inertial and viscous energy subranges are further considered here in more detail,
since our measurement technique (as well as most of the turbulent models) deals with these
parts of the energy spectrum. A mathematical description of the inertial subrange was
first derived by Kolmogorov (1941) from dimensional reasoning and is well accepted to be
E(k) ∝ k−5/3 for a one-dimensional spectrum. Kolmogorov (1941) also estimated that the
viscous part of the energy spectrum should have a much steeper slope. This part can be
well described by an exponential law, E(k) ∝ exp(k−2) (e.g., Batchelor , 1953; Novikov ,
1961; Tatarskii , 1971; Hill and Clifford , 1978; Driscoll and Kennedy , 1983). The energy
spectrum in the viscous subrange, however, can also be estimated from the dimensional
reasoning, which yields E(k) ∝ k−7 (von Weizsäcker , 1948; Heisenberg , 1948). One has
to mention that even though the latest is not a mathematically rigorous description of the
viscous subrange, it agrees reasonably well with the experimental results.

2.2. Characteristic Scales

The subranges of the energy spectrum are limited by characteristic scales. These scales can
be thought of as the sizes of the turbulent eddies. The smallest possible size of a turbulent
motion is estimated by the Kolmogoroff scale (smaller eddies are destroyed by the molecular
diffusion):

η = (
ν3

ε
)1/4 (2.1)

where ν = µ/ρ is the kinematic viscosity, µ is the dynamic viscosity, ρ is the mass density
of air, and ε is the turbulent energy dissipation rate (described in the next section). The
inertial forces, which drive the eddy’s motion in the inertial subrange, begin to be dominated
by the viscous forces at certain scales. This transition region defines the inner scale, l0. The
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inner scale is defined differently in different models. The inner scales, can be derived from
the models of Heisenberg (1948); Tatarskii (1971); Driscoll and Kennedy (1983), which yield
(after Lübken, 1993):

lH0 = 9.90 · η (2.2)

lT0 = 7.06 · η (2.3)

lD0 = 6.66 · η (2.4)

respectively. The superscript designates the model. By comparing the inner scales of turbu-
lence, one has to refer to the model used for the calculation and (if different models are used)
take into account the discrepancy in l0 values shown above. For equal input parameters,
however, these models result in a close η and, subsequently, ε-values because of the slightly
different spectral shape in the viscous subrange and within the inertial to viscous subrange
transition scales (for comparison of the l0, η, and ε-values, derived using different models
see e.g., Lübken et al., 1993; Lübken, 1993; Giebeler , 1995). In the frame of this work only
Heisenberg (1948) model is used, therefore the inner scale is denoted here simply as l0.

The largest scales within the inertial subrange are defined by the outer (buoyancy) scale,
LB. Various formulas are used in the literature for determination of the buoyancy scale
(see e.g., Weinstock , 1978; Lübken et al., 1993; Hocking , 1999). LB values presented in the
literature are, therefore, ambiguous and have to be considered only as an estimate of this
scale. Weinstock (1978); Lübken (1992, 1993) used the following formula:

LB = 9.97 ·
√

ε

N3
(2.5)

where N is the Brunt-Väisälä (buoyancy) frequency.

In Fig. 2.2 length scales of importance for turbulence in the MLT region obtained in the
work of Lübken (1993) are shown. Mean free path is denoted as lMFP and given by equation:

lMFP =
kB · T√

2 · π · d2 · p
(2.6)

where kB is the Boltzmann constant, T is the temperature, p is pressure, and d is the
diameter of the gas particles in meters. The atmospheric background parameters were taken
from CIRA-1986 for March, 70 ◦N. A constant energy dissipation rate of ε = 0.1 W/kg was
assumed at all altitudes. The inertial subrange is shown as hatched area.

In Fig. 2.2 it can be seen that the typical length scales of the smallest turbulent eddies
(Kolmogorov scale, η) in the MLT region vary from tens of centimeters to tens of meters.
The inner scale, l0, of MLT turbulence can vary from meters to hundreds of meters. The
estimate of the outer (buoyancy) scale, LB , gives values from hundreds of meters to some
kilometers for ε-values exhibiting in the mesosphere (LB value in the figure is shown for
constant ǫ value, hence it does not change with the altitude).
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Figure 2.2 Length scales of importance for turbulence (after Lübken, 1993): LB : outer
scale; lH

0
: inner scale; η: Kolmogoroff microscale, lMFP : mean free path. The atmospheric

background parameters are taken from CIRA-86 (March, 70 ◦N, CIRA Working Group
(1992)). A constant energy dissipation rate of ε = 0.1 W/kg was assumed at all altitudes.
The inertial subrange is shown as hatched area.

2.3. Strength of Turbulence

The turbulent energy dissipation rate, ε, describes the rate at which the kinetic turbulent
energy is transferred into heat. By using this quantity the influence of turbulence on the
mesosphere can be quantified. ε is defined as (e.g., Landau et al., 1961):

ε =
ν

2
(
∂ui
∂xj

)2 (2.7)

where, ui is i-th component of the velocity, and xj is the j-th Cartesian coordinate. This
quantity can also be converted to heating rate, which is considered to be an equivalent
characteristic:

Heating Rate ≡ ∂T

∂t
=

ε

cp
(2.8)

where cp ≈ 1004 J kg−1 K−1 is the heat capacity of air at a constant pressure.
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Turbulence can also be described in terms of eddy diffusion, which is analogous with the
molecular diffusion. This introduces the turbulence (eddy) diffusion coefficient for momen-
tum, K, which is discussed in more details in Sec. 2.6.

2.4. Sources of turbulence in the MLT region

Gravity wave breaking and Kelvin-Helmholtz shear instability are believed to be the two
major sources of turbulence generation in the MLT region (see e.g., Fritts et al., 2003).
These two sources share common characteristics related to turbulence transition, evolution,
and duration, and they exhibit a number of differences that have important implications
for atmospheric observations at mesopause altitudes and for layered structures. Common
features related to layering include a clear spatial separation of the maxima of turbulent
kinetic energy dissipation and thermal dissipation accompanying vigorous turbulence, as well
as sharp local gradients in turbulent kinetic energy production, dissipation, and magnitude
(Fritts et al., 2003). Differences arise because gravity wave breaking leads to a maximum
of turbulence activity that moves with the phase of the wave (Fritts et al., 2003; Achatz ,
2005), whereas shear instabilities cause turbulence and mixing confined by stratification to a
narrow layer. As a result, the effects of turbulence due to shear instability likely persist for
much longer time than those of turbulence due to gravity wave breaking (see e.g., Müllemann
et al., 2003, where different sources of MLT turbulence were experimentally identified).

2.5. In-situ soundings in the MLT region

Experimental studies of turbulence at the northern latitudes in the MLT region have been
intensively conducted since 1990. Due to numerous rocket soundings, the observational data
base of the in-situ measured turbulence parameters has grown (list of all the flights that
investigated the turbulence at polar latitudes is given in App. A).

Lübken (1997) and Lübken et al. (2002) made the first statistical analysis of turbulence
in the atmosphere in the winter and summer respectively. For this analysis, the set of in-
situ turbulence data was limited to 12 flights for winter and 8 flights for summer period,
conducted in Andøya Rocket Range, (69o N) and Esrange, (68o N, 2 summer flights only).
The mean profiles for winter and summer obtained from these flights are shown in Fig. 1.1.
It is worth to note, that these in-situ measurements also show that turbulence appears in
layers with a typical vertical extent of several kilometers. The results of the turbulence
measurement contained in these statistics yielded the following:

� ε profiles with vertical resolution of one kilometer derived from the in-situ measure-
ments of neutral density fluctuations

� Estimate of characteristic scales of mesospheric turbulence

� Comparison of the results deduced from the measurements of the different tracers:
plasma and neutrals

� Comparison of the results deduced using different methods and spectral models

At the moment of the publication of turbulence statistics for winter and summer by Lübken
(1997) and Lübken et al. (2002) the brief status of the knowledge about mesospheric turbu-
lence was the following (after Strelnikov , 2006)):
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� At polar latitudes in summer, turbulence always exists around the mesopause heights

� Typical turbulence energy dissipation rates lie within the range 0.5 - 200 mW/kg
(heating rate ≈ 0.05 - 20 K/d)

� The corresponding inner scales, l0, range from ≈ 10 to ≈ 50 m. Kolmogoroff microscale,
η, from ≈ 1 to ≈ 5 m

� The vertical extent of a single turbulent patch varies from at least 1 km (vertical
resolution of the measurements technique) to ≈ 9 km

� At polar latitudes, the entire region of the turbulence activity in summer is confined
to the altitudes from 82 to 95 km. In winter it extends over the whole measurements
area, from 60 to 100 km

In the current thesis, new statistical turbulence analysis is made, using the wavelet analysis
technique in place of the Fourier analysis technique used by Lübken (1997) and Lübken et al.
(2002). One of the advantages of the wavelet technique is better vertical resolution of the ε
measurements. For the statistics, data set of 35 flights (16 for winter and 19 for summer)
was used (App. A). This new analysis can further address the questions regarding turbulence
in the MLT region (see Sec. 2.8).

2.6. Theoretical lower limit for the turbulence energy
dissipation rate

From physical considerations there should be a minimal limit for ε. This limit was proposed
by Lübken (1993) to be:

εmin = ν ·N2 (2.9)

There are two physical explanations for this limit:

� the turbulent diffusion coefficient, K, cannot be smaller than the the molecular dif-
fusion coefficient, D, because the molecular diffusion would destroy turbulent eddies
immediately (Lübken, 1993)

� the turbulence inner scale, l0, cannot be larger than the turbulence outer scale, LB ,
which would mean that there is no inertial subrange in the turbulence spectra (Strel-
nikov , 2006)

In this section we will discuss if this limit is a precise analytical definition and show that
it is derived theoretically using coefficients and relations that are oversimplified and should
not be applied for each measured ε value. We will also present experimental results for
the energy dissipation rate, ε, available in the literature, which are significantly below this
theoretical limit.

Theoretical assumptions

For deriving eq. 2.9 Lübken (1993) uses equation given by Weinstock (1978):

K = 0.81 · ε

N2
(2.10)
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Lübken (1993) notices that the turbulent diffusion coefficient K cannot be smaller than
the molecular diffusion coefficient D. Therefore:

Kmin ≈ D (2.11)

Since in the atmosphere D ≈ ν (e.g., Lübken, 1993), this also gives a lower estimate for ε:

εmin ≈ Kmin ·N2 ≈ ν ·N2 (2.12)

Eq. 2.10 is derived by Weinstock (1978, eq. 31b). This equation comes from the relation
for diffusion by inertial subrange turbulence (i.e. isotropic, homogeneous and stationary
turbulence) proposed by Zimmerman and Loving (1975):

K = α1/2 · C1 · C−4/3 ·
(

ε

N2

)

(2.13)

where α ≈ 1.5 is Kolmogoroff constant, C1 is an undetermined constant that occurs in
Heisenberg (1948) dimensional relation for K, and C is coming from Lumley (1964) and Shur
(1962) buoyancy transition wavelength. Constant C1 is derived in the process of absolute
evaluations of the Lagrangian velocity correlation function (Weinstock , 1978). Constant C is
determined analytically by a modification of the Lumley-Shur theory by Weinstock (1978) to
be C ≈ α−3/2 ≈ 0.62 for stably stratified fluids. It can be seen that the expression for εMIN

(Eq. 2.9) depends on the determination of the constants included in eq. 2.13 (α1/2 ·C1 ·C−4/3).
General appliance of eq. 2.13 was addressed by Hocking (1999). He discussed the assump-

tions for the middle atmosphere turbulence case made in developing this formula. Hocking
(1999) remarked that eq. 2.13 appears to be exquisitely simple, yet hides a multitude of
complexity. It raises many issues, e.g.,is the derivation too simplistic? Is it valid at all? If it
is valid, what should be the “constants” α1/2 ·C1 ·C−4/3? Hocking (1999) did not dwell too
much on the actual value of these constants. Rather than asking the question what this value
is, he asked whether eq. 2.13 applies at all. He pointed out that the methods by which diffu-
sion can take place are far more complex than simple three dimensional turbulent diffusion
as assumed in derivation of eq. 2.13. As reasons for this fact he pointed out two main factors:
first, turbulence is very intermittent both temporally and spatially, and very often occurs in
thin layers in the middle atmosphere. These thin layers are often separated by regions which
are either only weakly turbulent or even laminar (as it is discussed in Sec. 5.2.3). Secondly,
the processes which induce diffusion can themselves be scale-dependent.

Hocking (1999) concluded by simply noting that the relation between rates of diffusion
and energy dissipation rate, eq. 2.13, is not simple as was assumed by Weinstock (1978)
and in fact is both scale and species dependent. This is still an area which deserves much
research, and the key point to note is that the visualizations and parameterizations of these
processes have been grossly oversimplified in the past. Therefore, proposed εMIN , which is
derived directly from this equation, is not a precise analytical definition and should not be
applied to each individual measured ε value.

Another way of deriving the lower limit for ε is to compare the outer and inner scales of
turbulence, LB and l0 respectively, as it was done by Strelnikov (2006). The equation for
LB, eq. 2.5, is derived there with the use of the relation from Weinstock (1981) (eq. 2.14
given in the next section), where the constant C also appears (doubts about the appliance
of this constant are discussed above and in the next section).
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Figure 2.3 Energy dissipation rates from Dickinson et al. (1985), Lübken et al. (1987),
Blix et al. (1990) gathered and rescaled by Hocking (1999). Rescaled raw data are shown
by “T” symbols. The filled squares show median values of ε given by the authors. The
solid circles show median values re-calculated using theory presented in Hocking (1999).
The dashed gray and solid black lines show ε mean values from Lübken (1997) for summer
and winter respectively. The red, dotted line showing the εMIN limit from Lübken (1993)
was sketched by the author for comparison. For more details see Hocking (1999)

Experimental results

The in-situ measured values for the turbulence dissipation rate, ε, were presented in the
past in several articles. Hocking (1999) gathered data presented by Dickinson et al. (1985),
Lübken et al. (1987) and Blix et al. (1990) and rescaled these data to present it together in
one plot (Fig. 2.3). In this plot the mean values for winter and summer from Lübken (1997)
are shown as black solid and grey dashed lines, respectively. ε mean values for summer
presented in Lübken (1997) are obtained from the same data set with a different statistical
approach as the mean values for summer obtained in Lübken et al. (2002) and differ only
slightly from the latter. The median values of ε given by authors listed above are shown
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as filled black squares and median values obtained using theory given by Hocking (1999)
are shown as black filled circles (these values are not discussed here). The red dotted line
showing the εMIN values from Lübken (1993) is drawn for comparison only. The individual
measured values of ε from the three works mentioned above are shown as “T” symbols and
are of particular interest for us. It can be noted, that the measured ε exhibit values of up
to two orders of magnitude below the theoretical εMIN limit.
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Figure 2.4 Graph of ε1/3 vs u′ reproduced from Heck and Panofsky (1975). The circles
represent observations, the dashed line represents a fit of eq. 2.14 with C = 0.37. The
solid line represents other fit which is not discussed here.

.

Weinstock (1981) discusses an other issue. He uses data from the project HICAT (High
Altitude Clear Air Turbulence) (Crooks, 1967) to provide an empirical value for constant
C and discuss applicability of the C to the atmospheric diffusion and clear air turbulence.
The resulting value of C ≈ 0.37 is comparable with the theoretical value discussed in the
previous subsection. This empirical value of C was derived by fitting equation:

ε = C · (u′)2 ·N (2.14)

where u′ is the variance of vertical velocity, to the set of turbulence data obtained from
the HICAT project for upper troposphere/lower stratosphere. This fit is shown in Fig. 2.4
reproduced from Heck and Panofsky (1975). Note different scales of ε and u′ in Fig. 2.4 and
Eq. 2.14. The circles represent observation values, the fit of eq. 2.14 is shown as a dashed
line for C = 0.37. The solid line represents another fit which is not discussed here. It can be
seen in Fig. 2.4 that there exist particular ε-values, especially for the small u′ values, which

17

Figures/Weinstock1981_fig1.eps


are up to one order of magnitude smaller than the values for the fitted equation. This means
that, according to eqs. 2.14, 2.13, and 2.12, particular C, K and εmin values, respectively,
could be lower by the same magnitude. It is worth to note that Weinstock (1981) did not
question the possibility of the low ε-values obtained in this experiment. The possibility that
the C constant is significantly lower than the theoretical value derived by Weinstock (1978)
additionally gives weight to the statements about eq. 2.13 and the derivation of the constants
it contains, which are discussed in previous subsection.

The experimental results discussed above further confirm that the expression for εMIN

should not be applied as a strict limit for atmospheric turbulence data. There are several
published, experimentally determined ε-values well below the εMIN limit. Also, constant
C obtained by fitting into experimental data from Heck and Panofsky (1975) can have
significantly lower values.

Summary

From the considerations above, it can be stated that the expression for εMIN , proposed by
Lübken (1993), while good as approximation for ε limit, should not be used as a strict limit
for individual experimentally measured ε-values. This limit was derived using theoretical
assumptions, which are valid only for stably stratified atmosphere with the inertial subrange
and are found by Hocking (1999) to be oversimplified for a general atmospheric case. The
comparison of the experimental results made by Weinstock (1981) and Hocking (1999) shows
that indeed ε-values below this limit were already measured and were not questioned by the
authors. Note also, that from the definition of turbulence energy dissipation rate (eq. 2.7),
there is no global minimum in the ε-field. Based on this conclusion, in the presented work
we will show the full scope of the derived ε-values, and not ignore the smallest ones, i.e.
ε < εMIN . To increase the confidence in derived ε-values a rigorous error discussion is
presented in Sec. 4.2.

2.7. Theoretical relation between turbulence dissipation rate

and variability dissipation rate

Variability dissipation rate for tracer θ, abbreviated in this work as Nθ, is the rate at which
fluctuations of the tracer θ are destroyed by molecular diffusion. This is analogous to velocity
fluctuations dissipated into heat. Turbulence dissipation rate, ε, and variability dissipation
rate, Nθ, can be compared using two equations from Lübken (1993):

C2

n =
a2 ·Nθ

ε1/3
(2.15)

and

ε =

(

Prtur

fα · a2 ·B · Ri

)3/2

· (C2

n)
3/2 ·

(

g

N

)3

(2.16)

where a is a numerical constant discussed in Lübken (1993), factor B considers the degree of
anisotropy and can have values between 1 (horizontally stratified) and 3 (isotropic), Prtur
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is a turbulent Prandtl number, fα is normalization constant discussed in Lübken (1993), C2
n

is structure function constant, g is acceleration due to gravity.
After inserting C2

n from Eq. 2.15 into Eq. 2.16 we obtain:

ε =

(

Prtur

fα · a2 ·B ·Ri

)(

g2

N2

)

· a2 ·Nθ (2.17)

Now by applying to eq. 2.17 different constants’ values available in the literature, one can
set theoretical limits of ε in terms of Nθ.

Range of values for expression:

(

Prtur

fα · a2 · B · Ri

)3/2

(2.18)

is discussed by Lübken (1993) and is found to be between 0.056 and 19. Therein, the values
for B vary from 1 to 3 as already mentioned, Prtur vary from 1 to 5, Ri vary from 0.25 to
0.81, a2 = 2.8 and fα = 1. Further, after Lübken (1999), N value in the mesosphere varies
from 0.015 to 0.030. After substituting maximum and minimum values for the constants
mentioned above into eq. 2.17 we obtain a theoretical limit for ε in terms of Nθ:

ε ∈ (104 : 107) ·Nθ (2.19)

The dependence of ε on Nθ obtained from experimental data in the frame of this thesis is
given in App. E.

2.8. Mesospheric turbulence: main questions addressed in

this work

There are still many open questions regarding turbulence in general. The intention of this
work is to deduce the geophysical implications of the neutral air turbulence in the dynamics
of the MLT region. In this work new turbulence climatologies are derived. Also extended
turbulence statistics for the MLT region are made. This allows a qualitative scale analysis
(i.e. statistics for turbulence layer’s thickness), and makes a quantitative study of the MLT
region’s turbulence possible (i.e. statistics of turbulence variability with altitude). It also
gives a better insight of the questions regarding morphology of the MLT turbulence (i.e.
turbulence inhomogeneity).

In this work the following problems for the turbulence in the MLT region are addressed:

1. Turbulence climatologies for winter and summer periods based on in-situ data are
derived

2. Turbulence layer thickness and turbulence inhomogeneity. With an improved vertical
resolution of the wavelet turbulence analysis, it is possible to investigate these issues
in more detail

3. Possibility of turbulence occurrence below 82 km in summer. In the climatologies
shown by Lübken et al. (2002) for the summer period turbulence was never observed
below this altitude
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4. Turbulence connection to various phenomena in the MLT region, one of them are
Mesospheric Inversion Layers (MIL), e.g., Meriwether and Gerrard (2004) and Chap. 3
of this work

5. Polar Mesospheric Summer Echoes (PMSE) occurrence rate is compared with turbu-
lence occurrence rate for summer obtained using data set consisting of all the flights
available until year 2014, and as well Polar Mesospheric Winter Echoes (PMWE) oc-
currence rate is compared with turbulence occurrence rate for winter

This manuscript contains an important set of in-situ measurements that consistently sup-
ports our current understanding of the significance of MLT region’s turbulence in the atmo-
spheric system. It has important geophysical implications that will be discussed in further
sections.
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Chapter 3.

Mesospheric Inversion Layers

Since first observed by Schmidlin (1976), Mesospheric Inversion Layers (MIL) have been rou-
tinely observed in the MLT region. A most recent review of both theory and observations
has been provided by Meriwether and Gerrard (2004). These authors have pointed out that
despite of the considerable progress that has been made in recent years, the formation mecha-
nisms of the MIL remain poorly understood. Numerous observations show that temperature
inversions are often associated with a near adiabatic lapse rates above the inversion layer
(Whiteway et al., 1995; Duck et al., 2001), which is clearly indicative of turbulence activity
in those regions. The numerical simulations showed that only vigorous turbulence revealing
heating rates of ∼ 10 K/h is capable of producing temperature inversions (Liu et al., 2000).
Such a strong turbulence, nonetheless, had rarely been observed (see, e.g., Lübken, 1997;
Lübken et al., 2002) before in contrast to MILs, which are common phenomena. However,
re-analysis of all the turbulence rocket data with the wavelet technique, which is part of this
work, shows that the MLT region does exhibit many turbulent layers with much higher tur-
bulence dissipation rates, ε, than previously observed. Particularly, during the ECOMA09
flight strong turbulence accompanying a two layered MIL event was observed and described
by Szewczyk et al. (2013). These results are described in Sec. 5.1. The small amount of high
ε-values in the previous Fourier turbulence analysis is caused by the fact that the spatial
resolution of this analysis was 1 km. As the turbulence is intermittent and inhomogeneous
at scales much smaller than 1 km (e.g., Hocking , 1999), this caused smoothing of the highest
ε-values.

In this chapter we review out current knowledge regarding Mesospheric Inversion Layers,
its importance, the mechanism of its creation and its classification will be presented after
Meriwether and Gerrard (2004).

3.1. Overview of MIL and its importance

The MIL is found as a layer ≈ 10 km vertically thick within the upper mesosphere with
an amplitude of 30 - 50 K that is superimposed upon the characteristically decreasing tem-
peratures of the upper mesosphere. This phenomenon occurs quite often, especially in the
midlatitude winter hemisphere, is observed to have a broad horizontal distribution thousands
of kilometers in scale, and may last for many days. Fig. 3.1 depicts a schematic showing a
typical structure of a MIL profile as might be observed with a Rayleigh or Na lidar system
capable of measuring vertical temperature profiles. There the temperature profile for the
MLT region with (solid line) and without (dotted line) typical “upper” and “lower” MIL is
shown. Almost always, on the topside of the MIL a lapse rate that is nearly as steep as the
adiabatic lapse rate will exist. The MIL may appear in the MLT region at any time of the
year. The discovery of the thermal feature, which was called an inversion layer, was first
reported without explanation by Schmidlin (1976). The name “inversion layer” was given
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Figure 3.1 Illustration of the temperature profile for the MLT region with (solid line) and
without (dotted line) typical “upper” and “lower” mesospheric inversion layers.

to the observed event because its appearance was so similar to that of the “inversion lay-
ers” seen in tropospheric profiles of temperature near the ground (Meriwether and Gerrard ,
2004).

For the MILs, Meriwether and Gerrard (2004) reported about two well known MIL types.
The first one, named “upper” MIL, tends to occur above 85 km. One of the hypothesis of
its origin is that this MIL type originates from large-amplitude tidal waves propagating into
the mesosphere and their subsequent nonlinear interactions with the gravity waves, which
can often create the appearance of a “double MIL” separated by approximately one vertical
tidal wavelength (≈ 25 km). As other mechanism for the formation of this type of MIL
strong turbulence is proposed (Liu et al., 2000). The other subtype of MIL, named “lower
MIL”, is formed by a climatological planetary wave dissipation mechanism that occurs at a
zero-wind line. The dissipation of the planetary wave tends to generate a mesoscale (≈ 1000
km) inversion layer in the range of 65 - 80 km. These two formation mechanisms explain
most of the observed characteristics, including reason behind the downward progression of
some MILs and not others, the relative scarcity of MILs observations at high latitudes, and
the different climatological nature of the two forms of MIL events.

Understanding MIL phenomena is important for the understanding of middle-atmosphere
dynamics for two primary reasons: stability and energy transfer. Addressing the stability:
at the bottom side of the thermal layers (where the temperature profile increases in altitude)
the positive temperature gradient signifies an increase in atmospheric stability. In contrast,
at the topside of the thermal layer the negative temperature gradient implies a reduction in
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atmospheric stability to the point that the atmosphere may become convectively unstable.
This can possibly support the development of turbulence (Meriwether and Gerrard , 2004).
The MLT is a region of transition between the region of free molecular flow and a region
where the hydrodynamical fluid equations apply. The physics of such a transition region is
complicated even without the mechanisms like MIL, that makes this medium less stable on a
mesoscale level and add a significant degree of complexity to the fluid dynamics of this region.
Such instabilities are contributing to the production of atmospheric phenomena including
that of atmospheric bores and mesospheric radar echoes. The vertical mixing associated with
such disturbed circulation can suppress the otherwise downward ageostrophic flow, transport
oxygen-containing species to ever higher altitudes, and potentially weaken the global polar
vortex. Understanding the birth, evolution, and dissipation of MIL is a major modeling
challenge, partly because the problem demands the modeling of the atmosphere’s three-
dimensional structure and also because it is very time-dependent (Meriwether and Gerrard ,
2004).

It is known that the breaking of atmospheric waves represents the primary means by
which energy is transferred from the lower atmosphere to the upper atmosphere. Such
waves have horizontal wavelengths ranging from high wave numbers (several kilometers) to
low wave numbers (3000 - 5000 km). The MLT region is the primary region where these
waves break, and the amount of energy transferred into the mesosphere is known to be
comparable with the amount of energy absorbed from the Sun there (e.g., Lübken, 1997). It
had been believed for many years that the MIL phenomenon represents a marker of these
breaking waves, but, in fact, recent research has shown that the MIL mechanism is far more
complicated than this description implies (Meriwether and Gerrard , 2004). There are also
several other reasons that provide additional motivation for achieving an understanding of
MIL phenomenology. There is the question of the MIL influence upon the vertical profile
distribution of airglow layer intensities for those emissions in which the chemical reaction
rate constants are temperature-dependent. In addition, the study of MIL phenomenology
gives insight into the possible effect of non-migrating tidal forcing upon the variability of
tidal wave amplitudes and phase, and on how tidal waves variability depends upon gravity
wave and planetary wave interactions, as well (Meriwether and Gerrard , 2004).

3.2. Processes responsible for MIL creation

The “upper” MIL

“Upper” MILs are those which are created in the upper part of the MLT region, above 85 km
(e.g., Meriwether and Gerrard , 2004). Apart from the creation height the main features that
distinguish them from the “lower” MILs are their creation mechanisms. The summary and
examination of these mechanisms for the production of the “upper” MIL by Meriwether
and Gardner (2000) concludes that the one of the formation mechanisms is a nonlinear
interaction of gravity waves with tidal waves, as schematically shown in the left part of
Fig. 3.2. There the solid black line represents relative zonal winds for equinox conditions
(E), the dashed black line represents zonal winds for Northern Hemisphere winter solstice
(W), and the gray line represents zonal winds for Northern Hemisphere summer solstice (S),
based on values from Roble (2000). Gravity waves (indicated by thin phase lines with a
thick arrow denoting the upward group velocity) reach a critical level via interaction with
the background flow and/or tides. This initiates the onset of instability. The “upper” MIL
often shows a downward phase propagation associated with 24 h tide. Also for a lot of
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Figure 3.2 Schematic showing possible MIL formation mechanisms. Solid black line rep-
resents relative zonal winds for equinox conditions (E), dashed black line represents zonal
winds for Northern Hemisphere winter solstice (W), and gray line represents zonal winds
for Northern Hemisphere summer solstice (S), based on values from Roble (2000). (A)
Gravity waves (indicated by thin phase lines with a thick arrow denoting the upward
group velocity) reach a critical level via interaction with the background flow and/or
tides. This initiates the onset of instability. (B) Planetary waves (indicated by westward
tilting gray/white anomalies) can reach a zero-wind line in the middle mesosphere dur-
ing equinox and winter solstice conditions, which, in turn, causes wave dissipation, thus
creating a lower-altitude MIL. After Brown et al. (2004).

upper MIL events, it was found that when 24-hour observations of the MIL structure were
averaged together, the MIL was no longer apparent. This point was also discussed in detail
by Meriwether and Gardner (2000), where Na resonance lidar observations and subsequent
analyses (States and Gardner , 2000) indicated that the “Upper” MIL did indeed “wash out”.
This MIL creation mechanism seems to be possible year-round, with gravity wave activity
being spectrally filtered by the seasonally varying lower atmospheric winds.

Other mechanism, proposed by Liu et al. (2000), and based on the numerical simulations,
showed that a vigorous turbulence revealing heating rates of ∼ 10 K/h is capable of producing
temperature inversions itself. Such strong turbulence, however, had rarely been observed
(see, e.g., Lübken, 1997; Lübken et al., 2002) before in contrast to the temperature inversion
layers, which are common phenomena. The new turbulence analysis, which is part of this
work, reveals many more strong turbulence layers in the data than previously observed, also
with heating rates exceeding ∼ 10 K/h (see Sec. 5.2).

Liu et al. (2000) demonstrated that large mean state changes in the thermal structure may
indeed be introduced by the process of gravity wave breaking provided that the mean stability
of the background atmosphere has been decreased by the propagation of the diurnal tidal
wave through the region. This may mean, that two discussed mechanisms of the formation
of “upper” MIL are connected, which also seem to be the case for the MIL observed during
ECOMA09 flight (this MIL event was classified as the “upper” MIL).
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The “lower” MIL

In addition to the tidally driven MILs discussed in previous subsection, it has become clear
that there exists in all seasons a characteristic climatological feature of the mesosphere that
is now identified as the “lower” MIL. Meriwether and Gerrard (2004) gathered studies char-
acterizing the midlatitude climatology of the “lower” MILs. They are observed most often
during the winter between 70 and 80 km with large amplitudes (typically 30 - 50 K), but with
higher altitudes (typically 80 - 85 km) and weaker amplitudes in the summer (Hauchecorne
et al., 1987; Gille et al., 1991; Hauchecorne et al., 1991). In addition, Hauchecorne et al.
(1987) also showed that the phenomenon is mesoscale in dimension with a cross section of
many hundreds of kilometers. Sassi et al. (2002) has demonstrated that the simulation of
the breaking of planetary waves in the mesosphere region would produce a MIL event with
an amplitude of 10 - 50 K depending upon the strength of the planetary wave. These very
rapid wave-breaking takes place when a critical line of zero wind in the upper mesosphere is
encountered as these waves propagate vertically into the upper mesosphere. Existence of this
critical line in the mesosphere is due to a deposition of easterly momentum by small-scale
gravity waves (Matsuno, 1982; Holton, 1983; Garcia and Solomon, 1985). This is schemat-
ically shown in the right part of Fig. 3.2. There, planetary waves (indicated by westward
tilting gray/white anomalies) can reach a zero-wind line in the middle mesosphere during
equinox and winter solstice conditions, which in turn, causes wave dissipation, thus creating
a lower-altitude MIL.

A study of the global distribution of “lower” MIL events as a function of latitude and sea-
son utilizing remote-sensing results from the UARS (Upper Atmosphere Research Satellite)
platform (Leblanc and Hauchecorne, 1997) resulted in two interesting conclusions, namely,
that these MIL events are rarely found at high latitudes and that they are most often ob-
served at equatorial latitudes during equinoxes and at midlatitudes in the winter hemisphere.
This morphological distribution was confirmed by Siva Kumar et al. (2001) for low-latitude
MILs.

Also, the global distribution, seasonal, and interannual variations of the lower MILs using
SABER (Sounding of the Atmosphere using Broadband Emission Radiometry) temperature
data was shown by Gan et al. (2012). They showed that both the characteristics and the
formation mechanisms of large spatiotemporal-scale lower MILs are latitude dependent. At
low latitudes, the monthly zonal mean amplitude of the lower MILs exhibits a semi-annual
cycle and reaches a maximum of 40 K in spring and a secondary maximum of 30 K in autumn.
On the equator, the semi-annual oscillations in the background and diurnal-migrating-tide
temperatures could contribute more than 12 and 25 K, respectively, suggesting they are the
key causes of large spatiotemporal-scale lower MILs at low latitudes. At middle latitudes, the
monthly zonal mean amplitude of the lower MILs exhibits an annual cycle with its maximum
in the range 24 - 33 K in winter.

3.3. MIL observations

One of the problems that, in part, are responsible for the slow progress in reaching an under-
standing of the physics of the formation of MIL is that the MLT region, which lies above the
reach of the radiosonde, is difficult to study with instrumentation, whether remote sensing
or in-situ, that is capable of making the measurements of density, temperature, turbulence
parameters, and winds. Without the constraints upon possible mechanisms that such mea-
surements represent, gaining a detailed understanding of the basic physical processes that
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enter into the production of MIL becomes rather difficult.
A common tool to study temperature inversion layers experimentally in the MLT region

are lidar observations (e.g., Hauchecorne and Chanin, 1980, App. G.1). The advantage of
the lidar measurements is that they yield continuous (or at least long duration) observa-
tion of the temperature field and allow to distinguish between signatures of (short-lived)
strong gravity waves and (long-lived) temperature inversions layers that both create similar
signatures in a single altitude-profile. However, this technique does not allow to measure
turbulence parameters directly and must rely on indirect information (such as the lapse
rate) or numerical simulations for this particular purpose (see e.g., Whiteway et al., 1995;
Liu et al., 2000). Also, this technique is weather dependent.

By making use of in-situ measurements in the MLT region, i.e., employing sounding rock-
ets, it is possible to directly measure both temperature and turbulence parameters simul-
taneously and in the same volume. This is the only possibility so far to directly measure
and compare the turbulent energy dissipation rate, ε, profile with the temperature profile
(App. C).

One of the other methods to investigate turbulence parameters with accompanying ther-
mal structure is to use the radar echoes observations and SABER instrument temperature
observations. Sridharan et al. (2013) compares the mesospheric echoes, observed with the
MST radar at Gadanki (13.56oN, 79.2oE) with temperature information obtained by SABER
instrument. They found the correlation between the echoes that arise due to change in re-
fractive index associated with electron density fluctuations, and the thermal structure. The
echoes are observed in the region exhibiting local temperature minimum caused probably by
dynamical cooling due to turbulence at the height of wave breaking.

To study the spatial extension of the MIL satellite temperature measurements, as that
of the Earth Observing System (EOS) Microwave Limb Sounder (MLS), onboard the Na-
tional Aeronautics and Space Administration (NASA) Aura satellite are used (Waters, 1993,
App. G.3). The advantage of MLS is a good spatial coverage of measurements in large al-
titude range (i.e. from 50 to 100 km). However, the vertical resolution of this technique,
which is 3 to 6 km depending on the altitude, is only sufficient to detect larger MILs.

UARS and SABER measurements of the lower MILs were already mentioned in the pre-
vious subsection. Ramesh et al. (2013) used Rayleigh lidar temperature observations over
Gadanki combined with SABER observation, and MF-radar at Tirunelveli (8.7oN, 77.8oE)
observations to discuss the origin of the MILs at low latitudes. The conclusion they made is
that the MILs are caused mainly due to the gravity wave breaking and the inversion ampli-
tude may get modulated by the interaction between gravity waves and planetary waves. The
eddy diffusion associated with gravity wave drag may also cause suppression in the planetary
wave activity.

Ramesh et al. (2014) consider the triple layered MIL observed in SABER temperature
profile. The origin of this MIL is also discussed with use of Rayleigh lidar temperature
observations over Gadanki and MF-radar observations over Tirunelveli.

With the help of MF-radars, also a long time wind analyses are possible (App. G.2). This
is helpful to detect periods with strong tidal activity and investigate them in terms of the
accompanying MIL events.
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Chapter 4.

New Statistical Turbulence Analysis

The statistical analysis of all the available, high resolution in-situ measurements of the
mesospheric turbulence is presented in this work. The turbulence dissipation rate, ε, is
obtained by fitting the theoretical model to the spectrum obtained after wavelet transform
of the neutral density residuals measured during a rocket flight. In previous studies, these
ε-values were obtained individually for each spectrum, either using the Fourier (e.g., Lübken,
1997; Lübken et al., 2002, see App. D.1) or wavelet (e.g., Strelnikov , 2006, see App. D.2)
analysis technique. In this work, data from 35 flights are analyzed, each in the altitude range
from 60 to 100 km. Turbulence dissipation rate, ε, is obtained from the spectra given in the
100 m altitude bins, which gives 400 spectra for each flight and more than 10000 spectra
in total. For each spectrum fitting ranges have to be set, the theoretical model has to be
fitted and afterwards it has to be indicated whether the spectrum is turbulent or not (i.e.
whether the measured spectrum satisfactorily reflects the theoretical model). To analyze this
amount of spectra, a self-consistent technique of fitting of model to the measured data and
to distinguish between the turbulent and non-turbulent spectra is implemented in this work
and will be described in this section. This technique is referred to as the New Statistical
Turbulence Analysis, or simply the new analysis henceforth.

In the following sections, a general algorithm for data treatment in the wavelet analysis
technique is given. Afterwards the new features developed in this thesis for the use of the
new analysis are described. The test its functionality, the new analysis is applied to a set of
synthetic turbulent spectra.

4.1. General algorithm for data treatment in wavelet

turbulence dissipation rate analysis

Before we apply the New Statistical Turbulence Analysis, the data from a rocket flight given
in binary format have to be extracted and processed. This process taken together with the
New Statistical Turbulence Analysis is done in the following steps, which we demonstrate
on the data from LT-17 flight taken on October 3rd 1991:

1. The current as a function of time, I(t), measured by ionization gauge is extracted
from the binary data files (description of PCM formats used for binary data is given
in App. B)

2. The liftoff point is detected in the data and subtracted from the data time vector.
Current I(t) is truncated to obtain only the part from the downleg of the rocket flight,
because of the placement of the CONE sensor in the aft of the payload. As a result
current I(t) as a function of flight time t for the required altitudes during downleg of
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the flight is obtained. The example current I(t) is shown in Fig. 4.1. As shown in,
e.g., Lübken (1993), I(t) is directly proportional to atmospheric number density n(t).

3. This current I(t) is then converted to the relative density fluctuations, also called
residuals, r(t), which are determined as:

r(t) ≡ ∆n

< n >
(t) =

n(t)− nref(t)

nref (t)
=
I(t)− Iref (t)

Iref (t)
(4.1)

where the reference current Iref (t) is derived as a running average of the measured time
series I(t) (e.g., Blix et al., 1990). The residuals r(t) after subtracting the reference
current Iref (t) are shown in Fig. 4.2.

4. Rocket spin is filtered out using band stop filtering. The residuals after spin filtering
are shown in Fig. 4.3.

5. Wavelet analysis is applied to the resultant residuals (App.D.2). Wavelet PSD (Power
Spectral Density) is shown in Fig. 4.4. With orange dashed-dotted vertical lines ranges
for filtered spin frequencies are shown (two lines for each filtered spin frequency).

6. Global wavelet power spectra are derived for 100 m altitude bins. In Fig. 4.5 residuals
from 100 m bin for the altitude range 89.7 - 89.8 km are shown. In Fig. 4.6 global
PSD of this 100 m bin is shown. Measured global wavelet power spectrum, PEXP , is
shown as a black line. The blue dashed curve is fitted spectral model of Heisenberg
(1948), PFIT . Fitting ranges are shown as vertical orange dashed lines. Turbulence
inner scale derived from the fit, l0, is shown as black vertical dot-dashed line. With
the yellow vertical dashed-dotted lines ranges for filtered spin frequencies are shown
(two lines for each filtered spin frequency).

7. For each of the obtained 100 m altitude bins, mean noise level, LNS, is derived, and
afterwards fitting ranges, fMAX and fMIN are set (Sec. 4.4). Fitting ranges are shown
with orange dashed lines in Fig. 4.6.

8. The Heisenberg (1948) model (eq. D.2 in App. D.1) is fitted to the spectrum in the
obtained fitting ranges. The fitted model is shown with blue dashed curve in Fig. 4.6.

9. Turbulence dissipation rate, ε, and variability dissipation rate, Nθ, are derived from
the best fit

10. Turbulence dissipation rate measurement error, εERR, is derived using weights. Weights
are derived during step 8. The process of deriving weights is described in Sec. 4.3.

11. The set of criteria developed in this work to distinguish between turbulent and non-
turbulent spectra are applied (described in Sec. 4.5)

12. ε altitude profile is derived for analyzed flight with εERR shown as error bars. ε altitude
profile is shown in Fig. 4.7. The black crosses connected with the black line show the
derived ε-values. εERR values are shown as orange bars. Red and blue lines show the
mean ε profiles obtained for winter (Lübken, 1997) and summer (Lübken et al., 2002),
respectively.
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Figure 4.1 Current I(t) obtained from the LT-17 flight taken on October 3rd 1991.
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Figure 4.2 Residuals obtained from the LT-17 flight taken on October 3rd 1991. The high
amplitude sinusoidal is due to the spin modulation. The lower amplitude sinusoidal is due
to the rocket coning, which do not affect turbulence measurements.
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Figure 4.3 Residuals obtained from the LT-17 flight taken on October 3rd 1991 after spin
filtering.
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Figure 4.4 Wavelet PSD obtained from the LT-17 flight taken on October 3rd 1991. With
orange dashed vertical lines the spin frequencies with harmonics are shown.
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Figure 4.7 ε altitude profile obtained from the LT-17 flight taken on October 3rd 1991.
For description please see text.

In the following sections, the new features in the ε derivation procedure developed for
the use of the New Statistical Turbulence Analysis are described. First, the derivation of
turbulence dissipation rate measurement error based on weights, εERR, is described, which is
one of the novelties of the presented analysis. Afterwards, the process of obtaining weights,
wi, used in the fitting process and error derivation, is explained. The procedure of setting
noise level, LNS , and fitting ranges, fMIN and fMAX , for each spectrum is described and the
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criteria used to distinguished between turbulent and non-turbulent spectra are discussed.
The New Statistical Turbulence Analysis technique is demonstrated on a set of synthetic
turbulent spectra and its functionality is assessed.

4.2. Error treatment

In this section, the turbulence dissipation rate measurement error, εERR, used in this work,
will be derived and discussed. The error’s formula will be given and each of its parts, as
well as its meaning will be discussed. Also, the difference between εERR used in this work
and in the previous ones (e.g., Lübken (1997); Lübken et al. (2002); Strelnikov (2006)) will
be debated.

The measurement error for turbulence dissipation rate, εERR, has to account for:

� quality of fit: how well do experimental data fit the Heisenberg (1948) model

� CONE sensor measurement errors, and how they are transformed by the wavelet
analysis technique into frequency domain

� less than infinite number of points used for a fit of the Heisenberg (1948) model

� number of fitted parameters

A typical turbulence spectrum obtained using wavelet technique is shown in Fig. 4.8. The
plot shows global wavelet power spectral density (PEXP ) of the measured neutral density
fluctuations obtained for 100 m bin of the rocket flight as black triangles connected with a
black line. The lower x-axis shows frequency in the rocket domain, f , whereas the upper
one shows spatial scales, obtained using rocket velocity as vR/f . Fitted spectral Heisenberg
(1948) model (PFIT ) is shown as a blue dashed line. With the orange dashed vertical lines
minimum (fMIN ) and maximum (fMAX) frequency ranges for the fitting are shown (i.e.
fitting is made only inside these limits). The dashed-dotted black vertical line marks the
turbulence inner scale, l0, obtained from the fit. The variability dissipation rate, Nθ and the
mean noise level, LNS , are shown by dotted lines and marked on the plot.

Fig. 4.8 helps to explain the error derivation process which is described below. This
derivation is done in the process of fitting of Heisenberg (1948) spectral model, PFIT , to a
measured global wavelet power spectrum, PEXP . Fitting is done only inside of the fitting
ranges, i.e. between fMIN and fMAX . The fit uses the Levenberg-Marquardt technique to
solve the least-squares problem. This technique is explained in more details in e.g., Wolberg
(2006). There are two free fitted parameters in the Heisenberg (1948) model, namely ε and
Nθ. The other parameters are either measured in-situ using CONE sensor (temperature and
density to derive kinematic viscosity, µ), or derived from the sounding rocket’s trajectory
(rocket velocity, vR).

Measurement error for turbulence dissipation rate, εERR, is calculated using formula (e.g.,
Wolberg , 2006):

εERR =

√

C−1

kk

χ2

n− p
(4.2)

where χ2 is a weighted chi-squared value, p is a number of fitted parameters (two in this
case) and n is a number of data points used for the fitting process. Value of n − p is also
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Figure 4.8 Typical measured global wavelet power spectrum, PEXP , of the 100 m altitude
bin in the region exhibiting turbulence (with ε = 1843 mW/kg) is shown as a black line
with black triangles. The blue dashed curve shows the fitted spectral model of Heisenberg
(1948) (PFIT ). Fitting ranges, upper (fMAX) and lower (fMIN ), are shown as vertical
orange dashed lines. Turbulence inner scale derived from the fit, l0, is shown as a black
vertical dot-dashed line. Average noise level, LNS , and variability dissipation rate, Nθ, are
shown as horizontal dotted black lines. The upper x-axis shows the spatial scales obtained
from the frequency using rocket velocity as vR/f .

known as number of degrees of freedom and is used to derive reduced chi-squared value,
χ2

RDC , described later in this section. C−1

kk is the formal 1-sigma error in each parameter,
computed from the covariance matrix Ckk (e.g., Wolberg , 2006):

Ckk =

n
∑

i=1

wi
∂2f

∂2ak
(4.3)

where f is the fitted function, ak is k-th fitted parameter, wi is the weight for i-th fitted point.
Covariance matrix is the matrix used to find the least square values of parameters used in
the fitting procedure, and subsequently, the chi square value, χ2. More information on Ckk

and how it is computed can be found in e.g., Wolberg (2006). χ2, weighted chi-squared value,
is derived using formula (e.g., Wolberg (2006)):

χ2 =
n
∑

i=1

wi · (PEXPi − PFIT i)
2 (4.4)

In this equation PEXPi denotes the value of the ith point of derived global wavelet spec-
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trum, PEXP , and PFIT i is the corresponding value on the curve PFIT , obtained by fitting
spectral Heisenberg (1948) model. The weights for each point, wi, are necessary to account
for the fact that different points of the measured wavelet spectra, PEXPi, have different un-
certainties. These weights estimate how the CONE sensor measurement error is transformed
using wavelet technique. The weights derivation is described in the next section.

The chi-square value, χ2, determines a “goodness of fit”: it answers the question of how
well the experimental data fit the model. The reduced chi-square value, χ2

RDC , is calculated
as (e.g., Wolberg , 2006):

χ2

RDC =
χ2

n− p
(4.5)

The reduced chi-square value simultaneously estimates:

� The deviations between the measured data and the fitted model that occur because of
the finite numbers of points being fitted

� The discrepancy between the experimental results and the predictions made by the
fitted function

� The uncertainties originating from the number of fitted parameters, p, in the fitted
model

In previous works, weights that were equal to 1/PEXP were used (e.g., Strelnikov , 2006).
Since the theoretical model was fitted in log-space, this resulted approximately in unit weight-
ing, (wi = 1). These weights, however, were not used for measurement error derivation, but
only during the fitting process for the robust convergence of the fit. In this work the proper
and precise turbulence dissipation rate measurement error, εERR, is derived for the first time,
using the new technique for the estimation of weights (described in the next section). This
new technique derives weights that account for the fitting error that comes directly from the
measurements and how it is transformed during the wavelet analysis.

4.3. Data weighting

In this section the new weight derivation technique which is used in the fitting process is
discussed. The weights are used for a weighted least-squares regression where an additional
scale factor (the weight) is included in the fitting process.

Regardless of the fitted function, a weight wi should be specified for each point for a fitting
process . The weight associated with i-th point of the spectra, PEXPi, is based upon the
relative uncertainties in x and y axis direction, σxi and σyi (errors associated with frequency
and PSD uncertainties respectively), associated with this point. Clearly, one must place more
weight on points that have smaller uncertainties, and less weight upon the points that have
greater uncertainties. In other words we give less weight to the less precise measurements and
more weight to the more precise measurements when estimating the unknown parameters in
the fitting process.

The alternative to using wi associated with the uncertainty of each data point is to simply
use unit weighting (i.e. wi = 1) for all points, (see e.g., Wolberg , 2006). This is a reasonable
choice for wi if the uncertainties for all points are approximately the same or if we have
no idea regarding the values (actual or even relative) of the uncertainties for each point.
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original signal
signal with added noise

Figure 4.9 The black solid line shows an idealized sinusoidal signal with f = 1 Hz, ampli-
tude A = 1 a.u., sampled with 3300 Hz, the frequency typical for the CONE instrument’s
electronics. The upper plot shows 3 s of the signal. The lower one focus on 0.1 s, for
a 1000 m/s rocket velocity, vR, it gives 100 m bin. Red line in the upper plot and red
crosses in the lower plot show signal with added noise, with the standard deviation σSD
= 0.1 a.u. (marked as black dashed lines in both plots).

However, when the differences in the uncertainties are significant, then using unit weighting
can lead to poor results, (see e.g., Wolberg , 2006).

In our case the uncertainties associated with the measurements of frequency, σxi, are
negligible due to the electronics’ properties. Hence, the only objective is to derive the
weights associated with the uncertainties in the power spectral density values, PEXP , since
the uncertainty for i-th point of the wavelet power spectra, PEXPi, is not known. We assume
that the current measured by the CONE instrument has the same measurement error for each
point. Thus, by adding normally distributed noise to each point of the measured current,
applying wavelet transform and repeating this procedure several times, we can derive the
statistically measured weights for the obtained global wavelet power spectra.

The procedure of deriving weights is conducted as follows:

1. Since the measurement error of the CONE current is found to be 0.1% (e.g., Strelnikov
et al., 2013), a noise with a normal distribution and standard deviation σSD = 0.1%
is added to the measured residuals

2. This is repeated nREP times, so nREP signals with added noise are obtained in the
process

3. The wavelet transform is applied for each of the signals with added noise. This way
for each measured time series (i.e. each flight) a nREP wavelet PSD is obtained
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Figure 4.10 0.1 s of an idealized sinusoidal signal (uppermost panel) with frequency
f = 1 Hz, amplitude A = 1 a.u., sampled with 3300 Hz. In the panels below the upper
one, nREP = 5 signals with added noise with standard deviation, σSD = 0.1, are shown.
The standard deviation for each signal with added noise is shown with black, dashed lines.

4. Each of nREP obtained wavelet PSDs is divided into 100 m altitude bins, as it is done
for the original signal. As a result we get a set of nREP global wavelet PSDs for every
100 m altitude bin. The difference between these global wavelet PSDs is that the time
series have a different random “instrumental” noise

5. By taking i-th point of the nREP global wavelet PSDs with noise, we construct the
time series Pyi. From these time series, we derive the weights for the i-th point of
original, i.e. without noise, global wavelet PSD as

wi = 1/σ2yi (4.6)

(e.g., Wolberg , 2006), where σyi is the variance of Pyi. We do it for each point of
PSD inside of the fitting ranges. This type of weight is called statistical weight and is
used for our purposes, as we are using statistically distributed synthetic noise to derive
εERR.
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Figure 4.11 Wavelet power spectra obtained from the idealized sinusoidal signal (upper
panel) and signal with added noise (lower panel).

The described procedure can be shown for an idealized signal. In Fig. 4.9 sinusoidal signal
(f = 1 Hz) sampled with 3300 Hz (sampling rate of the CONE instrument’s electronics)
is shown with the black solid line. The upper plot shows 3 seconds of the signal, whereas
the lower one focuses on 0.1 s, which for a rocket velocity of vR= 1000 m/s gives a 100 m
altitude bin. Normally distributed noise with standard deviation of σSD = 0.1 is added to
this signal (red line in the upper plot and red crosses in the lower plot). The range of the
standard deviation around the sinusoidal signal is shown as a black dashed line in both plots.
In Fig. 4.10 0.1 s of the same sinusoidal signal is shown (uppermost line) and 5 signals with
added noise are shown below (i.e. nREP = 5). The black dashed lines around the signals
with added, normally distributed noise denote standard deviation σSD = 0.1 of this normal
distribution.

The original signal, and signals with added noise are then transformed using Morlet-24
function. The result is shown in Fig. 4.11. The upper plot shows the wavelet transformation
of the original signal, whereas the lower one shows the wavelet transformation of one of the
signals with added noise. The highest power is shown with a red stripe around 1 Hz, areas
denoted with blue and violet colors represent the lowest power. The differences between the
two plots are due to the noise.

Afterwards, global wavelet power spectra of the 0.1 s bins are obtained from the idealized
wavelet PSD and from five wavelet PSDs with randomly added noise and are shown in
Fig. 4.12. Here the lowermost black line represents the spectrum obtained from the original,
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Figure 4.12 Global wavelet power spectra of the 0.1 s bins obtained from the idealized
sinusoidal signal (the lowermost line) and from five sinusoidal signals with randomly added
noise (the lines above). The standard deviation values, σ2yi, calculated from the five
spectra with added noise at each frequency are shown as blue vertical lines on the idealized
spectrum.

noise-free signal, whereas the five lines above it represent 5 spectra obtained from the signals
with added noise. Weights are calculated for each frequency as wi = 1/σ2yi and obtained
from values of 5 spectra with added noise as described above. In this example, the variance
σ2yi values are shown in Fig. 4.12 as blue vertical lines over the lowermost spectrum without

noise. The frequencies with highest σ2yi have the lowest weights. The same procedure is used
for deriving weights in the fitting process of Heisenberg (1948) spectra in the New Statistical
Turbulence Analysis.

After applying the described algorithm to several data sets, nREP = 10 value was chosen
for the process of obtaining weights. It had been tested that further repetitions, i.e. more
randomly signals with added noise used in the weight derivation process, do not change the
calculated weights significantly but notably extend the computational time needed for fitting
process. The nREP < 10 results in bad convergence of some spectra.
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4.4. Noise level and fitting ranges

A typical turbulence spectrum obtained using wavelet technique is shown in Fig. 4.8. There
minimum (fMIN) and maximum (fMAX) frequency ranges are shown as the orange dashed
vertical lines (i.e. fitting is made only inside these limits). A few words need to be said on
how the minimum and maximum frequency limits are derived. First, the frequency range
where the instrumental noise dominates over PEXP values is approximated using the typical
Kolmogoroff microscale, η, values from Lübken (1993) for given altitude (Fig. 2.2) and rocket
velocity, vR. This frequency range changes with altitude, reaching lower values for higher
altitudes. Then, the average noise level, LNS (marked by the horizontal black dotted line
in Fig. 4.8), is approximated as a mean of the PEXP values in the noise frequency range.
The highest frequency for which PEXP value is larger than the LNS by at least one order of
magnitude is found (marked with a red triangle in Fig. 4.8). In the vicinity of this frequency
(5 points in the spectrum to the left and 5 to the right from this frequency) the frequency
with the lowest PEXP value is found, for which the fMAX is set.

The minimum frequency limit, fMIN , is obtained by finding the frequency with the highest
value of PEXP in the frequency range from 0 to 4 Hz. Since the rocket spin frequency is
normally set between 4 and 6 Hz, this ensures that artifacts do not affect the analysis at this
stage due to spin of sounding rocket or due to filtering using band stop filter.

By choosing these fitting ranges we define the part of the measured spectrum which in-
cludes most of the inertial and viscous subranges, which are described by the Heisenberg
(1948) model.

4.5. Criteria used to distinguish turbulent and non-turbulent
spectra

After fitting the Heisenberg (1948) model to the measured spectra, turbulent energy dissi-
pation rate, ε(z), is automatically derived as a function of altitude. In this function not all
the points have physical meaning. Thus, for example a value of ε = 3 · 10−3 mW/kg with
the error of εERR = 5 · 104 mW/kg, or value of ε calculated from the inner scale, l0, that
is out of the fitting range can be considered by no means as a trusted measurement. Such
points must be considered as derived from a non-turbulent spectrum and excluded from the
ε(z) profile. To automatize this process algorithm using five criteria was developed.

Nr Criterion Discarded [%]

1. fMAX < fl0 25

2. PFIT (l0) < LNS 2

3. At least three points of PEXP below the 0.1 · PSDFIT 3

4. εERR > 2 · ε 0.1

5. εERR > ε ∩ Nθ

LNS
< 5 · [1/s2] 6

Table 4.1 The table with all the criteria used to distinguish turbulent and non-turbulent
spectra, and they occurrence (the part of the total spectra discarded exclusively using
given criterion in percent).

These criteria are given and their physical meaning is discussed in this section. A list
of the criteria is given in Tab. 4.1. If a spectrum fulfills at least one of these criteria it is
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treated as a NON-TURBULENT spectrum. The part of the spectra discarded exclusively
by each criterion after applying the New Statistical Turbulence Analysis is given in Tab. 4.1
as occurrence in percent. For each criterion an example non-turbulent spectrum, discarded
by this criterion is shown in this section. A typical turbulent spectrum is shown in Fig. 4.8
and described in the previous subsection.

Crit. 1 fMAX < fl0

This criterion discards spectra for which l0 lies outside of the fitting range, that is
the spectra for which the fitting frequency, fMAX , is lower than the frequency for the
turbulence inner scale, l0. This is shown in Fig. 4.13 with key features highlighted in
red.

Crit. 2 PFIT (l0) < LNS

This criterion discards the spectra for which PFIT value for the inner scale, l0, is smaller
than the averaged noise level, LNS. This is shown in Fig. 4.14. The LNS and l0 are
highlighted in red. The red dot on the blue curve denotes the fitted value, PFIT , for
the l0, which is below the mean noise level, LNS. This means that the l0 is not resolved
by the measurements.

Crit. 3 At least three points of the measured power spectrum, PEXP , are one order of magni-
tude below the best-fit values, PSDFIT , in the fitting range

This criterion discards the spectra with at least three points of the measured power
spectrum, PEXP , smaller by at least one order of magnitude than best-fit values, PFIT .
This is shown in Fig. 4.15. The fitted Heisenberg spectral model, PFIT , is shown as
a blue dashed line. This spectrum exhibits six points below 0.1 · PEXP level, marked
with red triangles. This criterion discards the spectra which are non-continuous in
the fitting range. According to the Heisenberg (1948) model, the turbulence spectrum
should be continuous therein (i.e. should contain energy for each scale).

Crit. 4 εERR > 2 · ε
This criterion discards the spectra with a value of turbulence dissipation rate measure-
ment error, εERR, at least twice as large as the value of measured turbulence dissipation
rate, ε. The εERR value tells how well the experimental data fit the Heisenberg (1948)
model . This criterion is illustrated in Fig. 4.16. It can clearly be seen that the PEXP

values (black triangles connected by black line) do not fit the Heisenberg (1948) model
well (PFIT , blue dashed line), although the fit did converge.

Crit. 5 εERR > ε ∩ Nθ

LNS
< 5 · [1/s2]

This criterion considers the wavelet spectra with lower (than in Crit. 4), but still
high εERR. Additionally, variability dissipation rate, Nθ, and mean noise level, LNS ,
are compared. Nθ value tends to move the spectrum along the y-axis, therefore it
can be compared with the LNS (this is demonstrated in Fig. 4.18). This criterion
discards spectra with high εERR values , which additionally exhibit low Nθ/LNS ratio
(i.e. LNS value is of the order of Nθ). In Fig. 4.17 an example spectrum which does
fulfil this criterion is shown, with the key features shown in red. In this spectra εERR

shows moderately high values (i.e. PEXP and PFIT differs considerably) and Nθ is
only slightly above the mean noise level. It can be physically interpreted as the low
Nθ/LNS ratio results in a poorly resolved viscous subrange.
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Finally, criteria to distinguish between turbulent and non-turbulent spectra discussed in
this section are used for turbulence analysis. For each criterion an example spectrum was
shown and its physical meaning was discussed. Without the use of these criteria it would be
impossible to analyze the large amount of spectra analyzed in this work.
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Figure 4.13 Global wavelet power spectrum that fulfills Crit. 1, with the key features
highlighted in red color. For the description see Fig. 4.8. This spectrum comes from
DAT84 flight taken on 11th of March 1990 during the DYANA campaign.
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Figure 4.14 Global wavelet power spectrum that fulfills Crit. 2, with the key features
highlighted in red color. The red dot on the blue curve denotes the PFIT value for the l0,
which is below the mean noise level. For the other descriptions see Fig. 4.8. This spectrum
comes from DAT73 flight taken on 8th of March 1990 during the DYANA campaign.

42

Figures/Turbulence_criteria_5.eps
Figures/Turbulence_criteria_4.eps


10 100 1000
frequency [Hz]

10−9

10−8

10−7

10−6

10−5

10−4

P
S

D

100 10 1
scales [m]

altitude range [km]:
83.600 − 83.500

ε = NaN [mW/kg]

DAT73 ( ; 69°N; 08−MAR−1990)And yaø

P
FIT

Figure 4.15 Global wavelet power spectrum that fulfills Crit. 3. PEXP values below
0.1 · PFIT level are marked with the red triangles. For the description see Fig. 4.8. This
spectrum comes from DAT73 flight taken on 8th of March 1990 during the DYANA cam-
paign.
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Figure 4.16 Global wavelet power spectrum that fulfills Crit. 4, with the key features
highlighted in red color. For the description see Fig. 4.8. This spectrum comes from
DAT62 flight taken on 6th of March 1990 during the DYANA campaign.
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Figure 4.17 Global wavelet power spectrum that fulfills Crit. 5, with the key features
highlighted in red color. For the description see Fig. 4.8. This spectrum comes from
DAT73 flight taken on 8th of March 1990 during the DYANA campaign.
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Figure 4.18 The ideal turbulence spectrum obtained from Heisenberg (1948) model for
three values of Nθ (10−3 1/s - green dashed line, 10−4 1/s - red dashed line and 10−5 1/s -
blue dashed line). The other parameters in the model remain constant. Black dashed line
shows l0, which do not change for the different Nθ values. It can be seen that the changes
in Nθ value will move the spectrum along the y-axis.
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using synthetic signals

4.6. Demonstration of the functioning of the New Statistical
Turbulence Analysis using synthetic signals
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Figure 4.19 In the upper panel a signal consisting of non-turbulent (black line) and
turbulent parts (red line) is shown. Wavelet PSD obtained from this signal using Morlet-
24 function is shown in the middle panel, with the checkered area marking Cone Of
Influence (COI). In the lower panels three global wavelet PSD obtained from parts of the
signal marked with the shaded areas in the middle and upper panels are shown. These
panels are connected with the corresponding parts of wavelet PSD with arrows. In the
global PSD plots, green lines show the ideal turbulence spectrum, PMOD, used to obtain
the turbulent part of the signal. Black lines show the spectra obtained from the signal
using wavelet transform, PWLT . Red lines show the spectra obtained by applying the New
Statistical Turbulence Analysis, that is the fitted spectra, PFIT . For each spectrum fitting
ranges are marked with orange vertical dashed lines. l0 for PFIT is shown as vertical red
dashed line (only for the turbulent spectrum). l0 for PMOD is shown as vertical green
dashed lines.

In this section the New Statistical Turbulence Analysis is tested on a synthetic signal. To
demonstrate the function of the technique described in the previous section, it was applied
to a signal that was synthetically constructed, and consisted of turbulent and non-turbulent
parts. Finally, the εERR derived using the new technique is compared with the true turbu-
lence dissipation rate error, εERR TRUE , used to construct the synthetic turbulence spectrum.
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Application of the New Statistical Turbulence Analysis to a signal consisting of
turbulent and non-turbulent parts

First, a signal consisting of a turbulent part and a non-turbulent part, i.e., with added
noise, was constructed. The turbulent part of the signal was obtained by applying back-
ward Fourier transform to the ideal turbulence spectrum obtained from the Heisenberg
(1948) model. The parameters for the model used to obtain the ideal spectrum were:
ε = 100 mW/kg and Nθ = 10−7 1/s. These are typical values for the turbulence at the
altitude of 80 km for northern polar latitudes. Density and temperature to obtain kinematic
viscosity, µ, were taken from Lübken (1999) falling sphere experiments. Rocket velocity, vR,
was set to 800 m/s. The constructed signal is shown in Fig. 4.19 in the upper panel, the part
with added noise is shown in black, whereas the turbulent part in red. In the middle panel
wavelet PSD of the signal obtained with Morlet-24 function is shown. The Cone Of Influence
(COI) is shown as checkered area. Three global wavelet PSDs for three bins, marked with
shaded areas in the upper and middle panels, are shown in the lower panel. The selected
bins are connected with the corresponding parts of wavelet PSD with arrows. The leftmost
global PSD is obtained from the non-turbulent part of the signal separated from the turbu-
lent signal. The middle global PSD is obtained from the non-turbulent part of the signal,
adjacent to the turbulent signal. The rightmost global PSD is obtained from the turbulent
part of the signal. In the global PSD plots the ideal turbulence spectrum, PMOD, used to
construct the turbulent part of the signal is shown with green lines. Spectra obtained using
the wavelet analysis, PWLT , are shown with black lines. Spectra resulting from applying
the new analysis, that is the fitted spectra, are shown with red lines (PFIT ). For each spec-
trum fitting ranges are marked with orange vertical dashed lines. Inner scale, l0, for PFIT is
marked with vertical red dashed line (only for the turbulent spectrum) and for PMOD with
vertical green dashed line. The global wavelet spectra of the turbulent signal exhibit noise
at the level LNS ≈ 10−8 [%2/Hz], which agrees with typical noise levels obtained during
calibrations of the CONE instrument in the vacuum chamber.

It can be seen, that the global wavelet PSD obtained for the turbulent part of the con-
structed signal represents the model very well (i.e. PFIT coincides with PMOD, l0 values for
PMOD and PFIT are almost identical). The two spectra obtained from the part of the signal
with added noise are non-turbulent. In other words, for these spectra, the fit converged,
but they are rejected by the criteria described in Sec. 4.5, namely Criteria 1, 2, 4, and 5.
This means, that for these spectra e.g., the l0 value lies outside the fitting ranges. When
comparing the two non turbulent spectra it can be seen that the spectrum coming from part
of the signal adjacent to the turbulent part is affected by the turbulence signatures in the low
frequency range. This is caused by the fact that the applied wavelet function already covers
part of the turbulent signal when shifted along the signal. Still, this spectrum is classified
as a non-turbulent one.

To summarize, it was shown that the New Statistical Turbulence Analysis can detect the
turbulent signal with the appropriate strength (i.e. turbulence dissipation rate, ε). For the
signal with added noise adjacent to the turbulent signal no turbulence is detected.

How the atmospheric structures are reflected in the measured spectra

To investigate the influence of the real atmospheric turbulence on the measured spectra,
a case study for two flights, namely ECOMA-09 conducted on 19th December 2010, and
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Figure 4.20 The left panel shows a typical global wavelet power spectrum of the 100 m
altitude bin in the region exhibiting turbulence. This spectrum comes from measurements
taken during ECOMA-09 flight in the altitude range 78.2 - 78.3 km. Black triangles
connected with the black line show measured spectrum, PEXP . The blue dashed curve
shows the fitted spectral model of Heisenberg (1948), PFIT . Fitting ranges, are shown
as vertical orange dashed lines. Black vertical dot-dashed line shows turbulence inner
scale, l0. In the right panel residuals of this global PSD calculated in the log-space as
PEXP − PFIT are shown inside of the fitting ranges.

ECT-02 conducted on 28 July 1994, will be investigated. These flights were conducted
in winter and summer respectively. The ECOMA-09 flight is described and the obtained
ε(z) profile is shown in Szewczyk et al. (2013). The ECT-02 flight is part of the ECHO
campaign which was described in Lübken et al. (1996). Overall, 67 spectra in 100 m altitude
bins, that were considered as turbulent spectra were obtained for ECOMA-09 flight and
26 spectra were obtained for ECT02 flight. The results agree with the general (climatological)
turbulence occurrence rate. An example turbulent spectrum from ECOMA-09 flight is shown
in Fig. 4.20, in the left panel. The plot shows global wavelet power spectrum (PEXP ) of
the density residuals obtained for 100 m bin (78.2 - 78.3 km) as black connected triangles.
The fitted spectral Heisenberg (1948) model (PFIT ) is shown as a blue dashed line. Fitting
ranges are indicated with the orange dashed vertical lines. The turbulence inner scale, l0,
obtained from the fit is shown as dashed-dotted black vertical line. In the right panel of the
figure, the residuals of the PEXP are shown after subtraction of fitted model in the log-scale,
using formula PEXP −PFIT . This is done only in the fitting ranges, shown as vertical orange
dashed lines. This procedure was repeated for each turbulent spectrum from the ECOMA-09
flight and as well ECT-02 flight. The results are shown in Fig. 4.21, where the distribution of
PEXP −PFIT , obtained from all the turbulent spectra from ECOMA-09 flight is shown with
black crosses with a Gaussian fitting shown as a blue line. The same is shown for ECT-02
flight with orange crosses with Gaussian fitting shown as a red line. The standard deviation
for Gaussian fit for the winter flight is σSD = 0.55 and for the summer flight, σSD = 0.50,
and mean value for both flights µ ≈ 0. This shows that by adding randomly distributed
noise with σSD ≈ 0.50 to the ideal spectrum obtained from the Heisenberg (1948) model,
one can obtain the synthetic turbulence spectrum, PTURB , that imitates the turbulent global
wavelet power spectra observed in the atmosphere. We use this result for further validation
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WINTER FLIGHT (ECOMA 09, 19-DEC-2010)
SUMMER FLIGHT (ECT02,  28-JUL-1994)

Figure 4.21 Plot showing the distribution of the residuals, PEXP − PFIT , obtained in
log-space from all the turbulent spectra obtained during ECOMA-09 flight (black crosses)
and ECT-02 flight (orange crosses). As a blue line Gaussian function with µ = 0.0091 and
σSD = 0.55 is fitted, as a red line Gaussian function with µ = 0.0067 and σSD = 0.50 is
fitted.

of the εERR derived using the New Statistical Turbulence Analysis.

Validation of εERR values using synthetic turbulence spectra

The next study aims to estimate the quality of the error derivation technique developed in
this work. For this purpose, the εERR obtained in the fitting process of the New Statistical
Turbulence Analysis (i.e. calculated error) were compared with the true error, εERR TRUE ,
derived as:

εERR TRUE = |(εMOD − εFIT )/εMOD| (4.7)

where εMOD is the value used for the construction of the ideal turbulence spectrum, and
εFIT value is obtained after fitting the Heisenberg (1948) model into synthetic turbulence
spectra, PTURB , obtained from this ideal spectrum. The synthetic turbulence spectra are
produced by adding normally distributed noise, with σSD = 0.50 and mean value µ = 0,
to the ideal turbulence spectra in the log-scale. In Fig. 4.22 the ideal turbulence spectrum
obtained from the Heisenberg (1948) model, PMOD, is shown as a green line. With the black
crosses, connected with the black line, the example synthetic turbulence spectrum, PTURB ,
obtained from this ideal spectrum with added noise is shown. The fit obtained by applying
the New Statistical Turbulence Analysis to PTURB is shown as a red solid line (PFIT ). With
the orange dashed vertical lines fitting ranges are shown. Turbulence inner scale, l0, is shown
with dashed-dotted vertical line for the ideal spectrum (green) and spectrum fitted with the
New Statistical Turbulence Analysis (red).
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Figure 4.22 An example synthetic turbulence spectrum. Green line shows the ideal turbu-
lence spectrum obtained from Heisenberg (1948) model, PMOD. Black triangles, connected
with black line show the synthetic turbulence spectrum, PTURB . The red line shows the
fit obtained using the New Statistical Turbulence Analysis, PFIT . Orange dashed vertical
lines show fitting ranges. Dashed vertical line shows the turbulence inner scale, l0, for
ideal spectrum (green) and for the spectrum obtained using New Statistical Turbulence
Analysis (red).

Next, 10000 synthetic turbulence spectra, PTURB , were constructed. The parameters
for the ideal spectrum, PMOD, for the construction of the synthetic turbulence spectra
are: εMOD = 100 mW/kg, NθMOD = 10−7. These are typical values for the turbulence
observed at the altitude of 80 km at northern polar latitudes. The kinematic viscosity
is calculated using the density and temperature data obtained from Lübken (1999) falling
sphere experiments. The added real turbulence noise has parameters of µ = 0 and σSD = 0.50
as estimated above. For each spectrum New Statistical Turbulence Analysis was applied, and
resultant turbulence dissipation rate value, εFIT , with error εERR was calculated. The mean
value obtained from 10000 spectra for < εFIT >= 1.02 · 100 mW/kg , which is very close to
the input value of εMOD = 100 mW/kg. The true error value for turbulence dissipation rate,
εERR TRUE , is obtained by comparing ε-values obtained from the ideal spectrum, PMOD,
and fitted spectrum, PFIT , using Eq. 4.7.

The value for εERR TRUE was compared with the calculated εERR, derived in the analysis
for each of the 10000 spectra. The histogram of the εERR/εERR TRUE values is shown
in Fig. 4.23. Only for few spectra (≈ 8%) the obtained εERR TRUE value is smaller than
the calculated εERR (i.e. values larger than one, marked with the orange dashed line in
Fig. 4.23). This means that for 92% of the spectra εERR represents the true dissipation
rate error correctly. The rest of the εERR values overestimates the εERR TRUE (up to 50%).
The mean εFIT value was very close to the εMOD value. It has to be pointed out that
the synthetic turbulence spectra used for this comparison (i.e. the exemplary one shown
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Figure 4.23 The histogram of the εERR/εERR TRUE values.

in Fig. 4.22) looks more noisy than the actual spectra measured in the atmosphere. This
influences the fit by increasing the εERR.

Finally, using synthetic data constructed from turbulent and non-turbulent parts the abil-
ity of the New Statistical Turbulence Analysis to detect turbulence layers was demonstrated.
In particular it was shown, that the analysis detects turbulence in the turbulent part of the
signal with appropriate ε value, and does not detect turbulence in the adjacent, non-turbulent
part of the signal. Afterwards, using the case study for winter and summer, the effect of the
real atmospheric turbulence on the measured spectra was estimated. Using this estimation,
set of 10000 synthetic turbulence spectra was created and the εERR values were obtained
using the New Statistical Turbulence Analysis. The result was compared to the true error
value, εERR TRUE , obtained from Eq. 4.7. A mean value of εFIT = 1.02 mW/kg derived from
10000 synthetic turbulence spectra was very close to the input value of εMOD = 1 mW/kg,
and the εERR values were properly calculated.
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Chapter 5.

Geophysical results

In Chap. 3 main mechanisms for creation of MILs were described. One of these mechanisms,
proposed by Liu et al. (2000) is that very vigorous turbulence, of at least 240 K/day, can
create a MIL event by itself. Such high ε-values were detected during the ECOMA09 flight
with an accompanying strong “upper” MIL. Results from this flight are described in the first
part of this chapter.

These unusually high ε-values were never detected during flights analyzed using Fourier
analysis in winter and very rarely in summer (e.g., Lübken, 1993, 1997; Lübken et al., 2002).
In Chap. 4 the New Statistical Turbulence Analysis is described which uses wavelet analysis
technique to derive turbulent parameters, i.e. ε. Using this technique detects much higher
ε-values in the mesosphere, mainly due to the superior vertical resolution of this new anal-
ysis approach. In the second section of this chapter, the turbulence dissipation rate’s, ε,
climatologies and statistics obtained using the New Statistical Turbulence Analysis from all
the flights conducted between 1990 and 2014 are given. Also, the experimental results are
compared with the results obtained using KMCM (Kühlungsborn Mechanistic Circulation
Model).

Using the turbulence parameters obtained with the New Statistical Turbulence Analysis
also dependence of ε on variability dissipation rate, Nθ, can be found. In Sec. 2.7 a theoretical
limit for ε in terms of Nθ is derived. The experimental results for this dependence are given
in App. E.

Finally, since the CONE/TOTAL sensors measure temperature and density in the same
volume, in addition to the turbulence parameters, buoyancy frequency, N , mean profiles for
summer and winter are derived and presented in App. F.

5.1. Simultaneous observations of a Mesospheric Inversion

Layer and turbulence during the ECOMA-2010 rocket
campaign

The Sec. 5.1 was published in Annales Geophysicae, number 31, pages 775 - 785, year 2013,
under the title: “Simultaneous observations of a Mesospheric Inversion Layer and turbulence
during the ECOMA-2010 rocket campaign” and is repeated in this thesis.

5.1.1. Campaign overview

The final sounding rocket campaign of the ECOMA project, ECOMA-2010, (see Rapp,
2009, for a project overview and payload description) took place from 19 November to
19 December 2010 at the north-Norwegian Andøya Rocket Range (69 ◦N, 16◦ E). During
this campaign three instrumented sounding rockets were launched, namely, ECOMA07 on
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4 December 2010, ECOMA08 on 13 December 2010, and ECOMA09 that was launched on
19 December 2010 at 02:36UTC.

Temperature and turbulence profiles were measured in situ using the CONE instrument on-
board the ECOMA payload. Both temperature and turbulence parameters are derived from
the same neutral density data. Also, the ALOMAR RMR- and Na-lidars were continuously
operated whenever weather permitted, yielding among other things, continuous temperature
measurements near the launch site and several hours before and after the flight. Additionally,
the data from the Microwave Limb Sounder (MLS) experiment on the Aura satellite which
overpassed the launch area around the rocket launch time was analyzed to investigate spatial
variability of the temperature field.

In this section measurement results obtained during the last rocket launch labeled ECOMA09
are presented and discussed. These simultaneous and true common volume in-situ measure-
ments of temperature and turbulence supported by ground-based lidar observations reveal
two Mesospheric Inversion Layers (MIL) at heights between 71 and 73 km and between 86
and 89 km. Strong turbulence was measured in the region of the upper inversion layer, with
the turbulent energy dissipation rates maximizing at 2 W/kg, corresponding to heating rate
of ≈ 200 K/day. This upper MIL was observed by the ALOMAR Weber Na lidar over the
period of several hours. The spatial extension of this MIL as observed by the MLS instru-
ment on board AURA satellite was found to be more than two thousand kilometers. The
presented analysis suggests that both observed MILs could possibly have been produced by
local heating owing to neutral air turbulence.

The basic information about MIL, the mechanism of its creation and its classification are
described in Chap. 3. The MIL described here is defined as the region in the mesosphere with
continuous, positive temperature gradient. Therefore, it does not include the layer above it

5.1.2. Experimental results

In-situ temperature measurements

In-situ measurements performed during the downleg of the ECOMA09 flight provided si-
multaneous and high-resolution measurements of neutral air densities, temperatures and
turbulence.

The temperature profile obtained using the CONE sensor between 70 and 110 km is shown
in Fig. 5.1a in black. The lowest temperatures of ∼ 175 to 190K appear at heights between
79 and 84 km. The measured temperature profile reveals two pronounced temperature per-
turbations at heights between 71 and 74 km and between 86 and 89 km, respectively. The
amplitude of the upper perturbation, i.e., at 86 to 89 km, reaches values of 44K and is 3 km
thick. The lower perturbation is somewhat weaker, i.e., it has an amplitude of 20K and a
thickness of 3 km. The entire temperature profile, including regions with the temperature
perturbations, also reveal clear signatures of gravity waves. These observed gravity waves,
are also seen in the lidar data. They have likely been excited in the troposphere, and propa-
gate upwards with increasing amplitude. Finally they break in the upper atmosphere, being
one of the sources of the turbulence.

In Fig. 5.1a the CONE measurements are compared with temperatures obtained using the
ground-based lidars. The results of temperature measurements with the RMR- and Na-lidars
are shown as orange and blue profiles interrupted at ∼ 82 km height. That is, above ∼ 82 km
the profiles represent Na-lidar measurements and below that height, the measurements by
the RMR-lidar. The orange profile shows the data from the time of the ECOMA09 flight
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(a) (b)

Figure 5.1 (a) Neutral temperatures measured during the ECOMA09 flight (black line).
Climatologies MSISE-90 is shown as green line. ALOMAR RMR - Na lidar measurements
are plotted with orange line, with a gap between 81 and 84 km where no measurements
were available. The dashed red line shows the adiabatic lapse rate (see text for details).
Altitude ranges where MIL where observed are shaded. (b) Turbulence energy dissipa-
tion rates (and corresponding heating rates on upper abscissa) measured in-situ during
ECOMA09 flight (black crosses). Mean summer and winter profiles taken from Lübken
et al. (2002) and Lübken (1997) are shown in red and blue, respectively. The high reso-
lution ε-measurements were smoothed over 5 km to compare to the summer and winter
“climatologies” (after Szewczyk et al., 2013).

averaged over 30min, whereas the blue profile shows an eight hour mean of the day of the
rocket launch.

The lidar measurements reveal very similar wave structures to those measured with CONE.
The small differences between the lidar and the in-situ temperature measurements can likely
be attributed to horizontal distance of ∼ 50 km between the lidar beam, that was pointing
towards the direction of the rocket’s ascent, and the volume probed by CONE on the de-
scending part of the trajectory. Additionally, a reference profile from the MSISE-90 model
(Hedin, 1991) is shown in Fig. 5.1a by the green line.

The two major temperature perturbations described above are clearly seen in both the in-
situ measurements and the 30-min integrated lidar profile and are reminiscent of temperature
inversion layers. However, it is not possible to qualify these temperature perturbations as
inversion layers only based on single profiles. However, the 8-h mean profile obtained from
the Na-lidar measurements, i.e., the upper part of the blue line, ultimately suggests that
a mesospheric inversion layer (MIL) was caught by the in-situ measurements, because this
temperature enhancement clearly persists even after averaging over eight hours. For this
reason, hereafter the upper temperature enhancement is referred to as to the upper MIL.
The time evolution of both temperature perturbations is further investigated in the next
section utilizing the lidar measurements. The averaging of the lidar temperature over the
whole day and over the second part of the day only was made (not shown here). They do
not agree with the CONE data as well as the averaged temperature from the first part of the
day, MIL exhibits there at higher altitudes. Assuming that the strong turbulence ceased in
the second part of the day, this result agrees with our conclusions that the observed upper
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Figure 5.2 Combined RMR and sodium resonance lidar temperature profiles for first
eight hours of 19 December 2010 obtained from ALOMAR observatory. The profiles are
averaged over one hour periods. Please note the temperature perturbation downward
progression denoted with the orange arrows (after Szewczyk et al., 2013).

MIL was the local enhancement of the temperature caused by turbulence inside of the larger
and long persisting MIL.

At heights between 74 and 79 km, i.e., right above the lower temperature enhancement
and, at the same time below the upper MIL, the measured temperature profiles reveal an
adiabatic to super-adiabatic lapse rate (compare with the adiabatic lapse rate shown by
the red dashed line in Fig. 5.1a). Also, above the upper MIL, i.e., at heights between 89
and 95 km, the measured temperatures reveal an adiabatic gradient. These gradients are
suggestive of turbulence activity in those regions and have repeatedly been observed at the
topside of the inversion layers (Whiteway et al., 1995; Duck et al., 2001).

The lower MIL looks more similar to the many lidar observations and resembles much
the temperature and turbulence structure and adiabatic layer reported in Lehmacher and
Lübken (1995), although with even lower epsilon values.

Lidar temperature measurements

In this section, the time development of the temperature field is considered to see whether
the in-situ observed temperature enhancements are indeed snapshots of inversion layers or
simply represent large gravity wave amplitudes.

Figure 5.2 shows combined results of temperature measurements carried out simultane-
ously by the RMR- and sodium resonance lidars during the day of the ECOMA09 rocket
launch. The upper abscissa shows temperature for the first profile and the other profiles
are shifted by 25K and represent subsequent measurements in 30min intervals to allow to
see the time evolution of the temperature enhancements. The lower abscissa shows time in
UTC when the measurement was done. The bold profile represents the measurements done
at ∼ 02:36UT, that is at the time of the ECOMA09 launch. The integration time for each
shown profile is 1 h. The dotted profiles shown in Fig. 5.2 represent the MSIS90 model and
the dashed are the climatology by Lübken (1999) which is based on a large number of falling
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sphere (FS) measurements (Schmidlin, 1991). As in Fig. 5.1a, the upper part of the profiles
in Fig. 5.2 represents measurements done with the Na-lidar, whereas the lower part, i.e.,
below ∼ 82 km, shows the RMR-lidar observations.

As it is seen in Fig. 5.2, the upper MIL, i.e., between 86 and 89 km, was observed by
the ALOMAR sodium resonance lidar for several hours around the rocket launch as it was
already seen from the 8-h mean temperature profile in Fig. 5.1a. This MIL was already
detected at ∼ 00:00UT between ∼ 88 and 92 km and descended during the period of at
least 4 h, however, afterwards its behavior is not clear due to larger uncertainties between
∼ 82 and ∼ 85 km. Then, at 05:00 UT there is already a new MIL formed at ∼ 95 km which
propagates downward with the similar rate. The maximum amplitude of the MIL in the
Na-lidar data was ∼ 50K and thickness of 8 km.

The measurements in Fig. 5.2 also reveal that the lower temperature perturbation (i.e.,
between 74 and 79 km height), with amplitudes of up to 20K and a few kilometers thickness,
is observed for a few hours before and about an hour after the rocket launch. The RMR-lidar
started to measure on 18 December at 23:37:30 UTC, that is three hours before the rocket
launch and the lower temperature perturbation was already there as detected by the lidar.
Based on this relatively long duration (∼ 3 h) this lower temperature enhancement was also
qualified as a MIL. The measured temperature profiles also reveal oscillations with smaller
amplitudes associated with short period gravity waves.

In Fig. 5.2 one can see a downward phase progression of both MILs which is marked
by the arrows. Using simple analysis e.g., applied by Dao et al. (1995), that is by fitting a
polynomial to the temperature profiles and looking on the temperature maxima, one can find
that the upper MIL (86 to 89 km at the time of the rocket launch) descends approximately
at a rate of 15 km per 12 h. The lower MIL descends with the same speed and is located
∼ 15 km below the upper one.

Satellite temperature measurements

Figure 5.3 shows temperature measurements obtained with the MLS over the rocket launch
site close to the time of the ECOMA09 flight. Two temperature transects taken over Scan-
dinavia were chosen. In the right panel of Fig. 5.3 transects geometries are shown by black
arrows.

The red stars mark points where individual profiles were retrieved and revealed an inversion
layer. The green diamond shows the location of the Andøya Rocket Range. The upper and
the lower left panels show the temperature field as observed by the MLS along the tracks 1
and 2, respectively. The launch site is also denoted on the lower left panel by the vertical
orange line.

From these observations it is clearly seen that the upper MIL detected by the rocket-
borne instruments and the ground-based Na-lidar near the island of Andøya extents over
at least 3000 km along the track 2. Since such a huge spatial extension of the temperature
enhancement is a typical feature of the MILs (e.g., Meriwether and Gerrard , 2004), this
ultimately confirms that the temperature inversion layer is observed between 86 and 89 km.

The MLS measurements reveal an amplitude of the upper MIL of about 20K and a thick-
ness of ∼ 10 km. It is already known from previous studies (e.g., Wu et al., 2003), that
the amplitude of the temperature inversion layers obtained from MLS measurements are
significantly underestimated in comparison with e.g., lidar observations, due to its coarse
altitude resolution. Also, due to poor resolution of MLS, the lower temperature perturba-
tion observed both in-situ and by the RMR-lidar was not detected by the satellite borne
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Figure 5.3 Two transects of satellite MLS temperature measurements taken on 19 Decem-
ber 2010 over Scandinavia. For convenience transects are numbered both on plots and
in the inset map with their direction denoted with arrows. Launch area is marked as an
orange line on the lower plots and as green rectangle in the inset map. On the inset map
parts of the transects over which MIL is observed are marked with red stars. Over each
transect its start and end time is shown (after Szewczyk et al., 2013).

experiment.

In-situ turbulence measurements

The results of the turbulence measurements during the ECOMA09 flight are shown in
Fig. 5.1b.

The turbulence energy dissipation rates, ε are shown in Fig. 5.1b as black crosses with
orange error bars. Wavelet turbulence detection technique results in an effective altitude
resolution of 100m (Strelnikov et al., 2003). Also, the derived ε-profile was smoothed to
achieve the resolution of the available mean summer and winter climatologies by Lübken
et al. (2002) and Lübken (1997), respectively, which is 5 km. The smoothed ε-profile is
shown in Fig. 5.1b as the green line. The mean summer and winter turbulence energy
dissipation rates are shown in Fig. 5.1b by red and blue profiles, respectively.

Energy dissipation rates are converted to heating rates (upper abscissa) using Eq. 2.8.
The resultant heating rates are represented as upper abscissa in Fig. 5.1b.

As one can see, turbulence was observed over a broad altitude range from ∼ 65 to 93 km,
which is typical for the winter polar mesosphere (Lübken, 1997). Also, the absolute values
are close to the mean winter state at altitudes below 87 km. However, at altitudes around
90 km the energy dissipation rates measured during the ECOMA09 flight are extremely large
and exceed even typical summer values.

It is interesting to compare the measured turbulence dissipation rates with the results of
the temperature measurements shown in Fig. 5.1a. At heights of ∼ 75 and ∼ 90 km, i.e., on
the topside of the two observed inversion layers, turbulence exhibits local maxima. Especially
the upper MIL is accompanied by the extremely strong turbulence with a dissipation rate
of ∼ 2 W/kg which is equivalent to a heating rate of 200 K/day. According to numerical

56

Figures/ecoma09.satellite_temp.eps


during the ECOMA-2010 rocket campaign

Figure 5.4 Zonal (upper panel) and meridional (middle panel) winds and temperatures
(lower panel) as measured by the Alomar Na-lidar on 19 December 2010. The blank areas
on the plots mark the periods where no data were available. With red vertical line launch
time of the ECOMA09 rocket is marked (after Szewczyk et al., 2013).

simulations by Liu et al. (2000), turbulence characterized by a heating rate of ∼ 10 K/h
(i.e., 240 K/day) is sufficient for producing inversion layers alone. However, in the model of
Liu et al. (2000) the dissipative heating rate itself is insignificant when compared with the
rate of heating due to turbulent diffusion. In the simpler model by Whiteway et al. (1995)
the dissipation heating rate is much larger, exceeding in the upper part of MIL heating due
to turbulent diffusion. The turbulent heating and cooling were parameterized in this model
in terms of the eddy diffusion coefficient for heat transport, Kh. For the region with MILs
heating due to dissipation of 20 K/day occurred. This model is applied, however, in the
region were lower MILs are occurring.

In the region around 69 km, it also exhibits peak in the turbulence data, with values
exceeding those of the turbulence associated with the lower MIL. However, no MIL occurs
at this altitude. The source of this turbulence is either wind shear or GW breaking. The
wind data are not available for this altitude, hence it is not possible to investigate the latter.

It is also worth to note, that the used turbulence detection technique is not sensitive to
turbulence in the regions where the temperature profile exhibits an adiabatic lapse rate (e.g.,
Lehmacher and Lübken (1995), Sec. 5.2.4 of this thesis) and, therefore, can underestimate
the actual ε-values. This implies that the turbulence dissipation above the inversion layers
could be even stronger than what is observed with the CONE instrument.
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Figure 5.5 One day snapshot of wind measurements by Saura MF radar. Upper panel:
zonal wind. Lower panel: meridional wind. The blue lines mark time of the ECOMA09
launch (after Szewczyk et al., 2013).

Na-lidar and radar wind measurements

As described in App. G.1, the ALOMAR Na resonance lidar is capable of measuring horizon-
tal winds. The results of the lidar wind measurements during the day of the rocket launch
are shown in Fig. 5.4.

It shows measurements of zonal winds, meridional winds and temperatures in the top,
middle and lower panels, respectively. These measurements reveal pronounced downward
phase progression which is most probably associated with tides (Hoffmann et al., 2008;
Stevens et al., 2010; Hultgren et al., 2011). Since lidar measurements are weather dependent
and there was no luck to have long enough measurements for proper tidal analysis, wind
measurements done by the Saura MF radar which is located close to the launch site are
further considered (see App. G.2).

The zonal and meridional wind measurements made by the Saura MF radar are shown in
the upper and lower panel of Fig. 5.5, respectively. One can see the same downward phase
progression as in the lidar observations (Fig. 5.4, two upper panels). The radar measurements
cover a time period of several months around the rocket launch time which, in turn, makes
it possible to perform deeper analysis with respect to tidal activity in the MLT region.

The wind measurements by SAURA MF radar during the entire month (December) were
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Day of December 2012

Figure 5.6 Wavelet spectra of the the wind measured by the SAURA MF radar during
December 2010. Upper panel: zonal wind. Lower panel: meridional wind. Horizontal
orange lines mark 12 and 8 h periods. Vertical lines mark launch time of ECOMA09
sounding rocket. Cross hatched areas mark cone of influence, i.e., uncertain part of the
spectra affected by edge effects (after Szewczyk et al., 2013).

analyzed with respect to the dominating wave activities at heights between 82 and ∼ 100 km.
This analysis showed that a 12 h wave in both zonal and meridional wind measurements was
dominating over the time period from 18 to 24 December. This is demonstrated by the
wavelet power spectra shown in Fig. 5.6, where power spectrum for zonal and meridional
wind components taken at 90 km height are shown in upper and lower panel, respectively.
The horizontal dashed orange lines mark periods of 12 and 8 h and the vertical lines show
time of the ECOMA09 launch. It can be seen that although a signature of the semidiurnal
tide is present during the entire period from 18 to 24 December, the strongest activity of the
12 h wave was observed from 19 through 22 December.
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5.1.3. Discussion

The discussion has to address two different formation mechanisms of the upper MIL. The first
was initially proposed by Whiteway et al. (1995) and basically explains the formation of MIL
by turbulent heating. The second goes back to Dao et al. (1995) and was summarized e.g.,
by Meriwether and Gardner (2000) and explains the formation of a MIL via the interaction
of tides with gravity waves. Both these scenarios are discussed in detail e.g., in the review
article by Meriwether and Gerrard (2004).

The adiabatic temperature gradient above both inversion layers detected in presented
case has been repeatedly observed by lidars (e.g., Whiteway et al., 1995; Thomas et al.,
1996; Cutler et al., 2001; Duck and Greene, 2004; Liu et al., 2004; Collins et al., 2011)
and has most often been the only argument regarding turbulence activity associated with
temperature inversions. However, Thomas et al. (1996) performed simultaneous observations
of MILs with Rayleigh lidar and mesospheric echoes by VHF radar and concluded that both
dynamic and convective instabilities (and, therefore, the generated turbulence) are associated
with these phenomena. Moreover, they found that the radar echoes occurred both above
and below the temperature maxima of the MILs. Simultaneous in-situ measurements of both
temperature and turbulence presented here do not only confirm that point, but also allow to
investigate the morphology of the MLT turbulence in connection with the thermal structure.

The upper MIL observed in presented case by in-situ and Na-lidar soundings between
86 and 89 km was accompanied by extremely strong turbulence. The highest values of the
energy dissipation rates, ε ≈ 2 W/kg, were detected between 89 and 90 km height, that is
on top of the MIL. Also, turbulence was detected almost continuously in the entire height
range of this MIL (86 to 89 km). However, already at heights between 88 and 89 km the
energy dissipation rate is an order of magnitude smaller than only 1 km above. Moreover,
this gradient in the ε height-profile persists down to the bottom of the MIL, i.e., to 86 km
altitude. So the energy dissipation rate increases by 3 orders of magnitude inside the inversion
layer within only 3 km height range from 86 up to 89 km. The largest measured ε-values
of 2 W/kg corresponds to a heating rate of ∼ 200 K/day is close to the model results by
Liu et al. (2000) who showed that a heating rate of ∼ 10 K/h (240 K/day) is sufficient to
produce a thermal structure in the mesosphere commonly associated with MIL. However, as
mentioned before, heating rates described in Liu et al. (2000) are produced mainly with the
turbulent diffusion, with the rate of heating due to dissipative heating (shown here), being
insignificant. In the simpler model by Whiteway et al. (1995) the dissipative heating exceeds
the heating rate due to turbulent diffusion in the upper part of MIL.

Whiteway et al. (1995) emphasized that it is not the high value of turbulence dissipation
rates that plays the key role in creating MILs, but the rapid increase of the dissipation with
height, i.e., the vertical gradient of the ε-profile. This point is consistent with our high
resolution turbulence measurements.

There are two sources of turbulence relevant for presented study, namely wind shear and
breaking of gravity waves. According to Fritts et al. (2003) shear instability causes turbulence
confined to a narrow layer, whereas gravity-wave breaking causes turbulence progressing with
the phase of the wave and can, therefore, spread over larger height range. Also, the effects
of turbulence due to shear instability should be observed for longer time. On the other
hand, numerical simulations by Fritts et al. (2003) show that turbulence layers produced by
dynamical instabilities reveal maximum viscous dissipation rather in the middle of the layer,
whereas thermal dissipation occurs at the edges. For a GW-breaking event such a spatial
separation of the peak turbulent kinetic energy and thermal dissipation diminishes while the
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event develops in time.
The vertical shear of the horizontal wind (

√

(du/dz)2 + (dv/dz)2) is calculated from the
Na-lidar measurements for the time of the rocket launch and found a local maximum of
0.05 1/s close to 90 km height. This would imply low values of Richardson number, Ri, in
this region, which is further confirmed by our stability analysis further below.

Presented turbulence measurements revealed that turbulent kinetic energy dissipation
occurred in a broad altitude range which is typical for a GW-breaking event. The maximum
of the dissipation measured with the CONE lies just on the top of the upper inversion layer.
The adiabatic lapse rate between 89 and 91 km, i.e., above the upper MIL suggests that
turbulence was active for some time before the rocket sounding. Also, lidar observations do
not show any dominant GW-frequencies, but rather a broad spectrum of different frequencies
that reveal large amplitudes (not shown here) and, therefore, can potentially break generating
turbulence.

Thus, the morphology of the turbulent structures suggests that GW-breaking was an
active source of turbulence. Also the wind shear was peaking around the upper part of the
inversion layer. These results support the interpretation that turbulent heating was involved
in the formation of the in-situ observed inversion layer.

Also, as noted by e.g., Liu et al. (2004), the net effect of turbulence activity on the thermal
structure is heating below and cooling above. This should result in an inversion layer and
an adiabatic temperature gradient on top similar to what is observed for the described case
and what has been reported from a vast number of previous observations. So, associating
the observed temperature enhancement between 86 and 89 km with turbulent heating, is
consistent with the presented measurements.

This can further be investigated considering stability of the background atmosphere and
by comparing it with the observed behavior of the MILs. The simultaneous measurements of
horizontal winds and temperatures makes it possible to derive both the buoyancy frequency,
N2, which characterizes the convective or static stability of the background atmosphere and
the Ri that can be used to identify dynamically unstable regions. The results are shown in
Fig. 5.7 where the color red shows regions withN2 < 0 and dark and light blue areas represent
Ri < 1/4 and Ri < 1, respectively. The Ri < 1/4 is a favorable condition for instability to
start, whereas Ri < 1 describes still favorable condition for instability to persist (Woods,
1969). The two downward progressing upper MILs are marked by the black arrows similar
to what shown in Fig. 5.2. It is seen that both the convective (N2 < 0) and dynamically
(Ri < 1/4) unstable regions reveal downward phase progression similar to those observed in
the temperature and wind fields and also the upper MIL (between 86 and 89 km).

There is, however, a zone in Fig. 5.7 marked with a black oval of a downward progressing
unstable region which is not associated with a temperature enhancement, but rather with
a near adiabatic laps rate below the inversion layer. The in-situ measurements show that
there was also some turbulence activity below the inversion layer.

The lower panel of Fig. 5.4 shows the same measurements as shown in the upper part
of Fig. 5.2, but during the entire day of the ECOMA09 launch. This plot reveals that the
upper MIL observed by rocket-borne instrument, that descended during next ∼ 3 h, appeared
three times during that day. These upper MILs descended at a very similar rate, however,
as shown by two upper arrows in Fig. 5.2, that speed was not exactly the same. Also it was
shown in Sect. 5.1.2 that strong semi-diurnal tidal activity was observed during the day of
lidar and rocket measurements.

The MIL observed during ECOMA09, is already inside of strong tidal activity, but seems
to be increased even further by the strong turbulence during this time.
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Figure 5.7 Stability analysis from ALOMAR Na-lidar measurements of winds and tempera-
ture for 19 December 2010. The color red represents regions that are convectively unstable
(N2 <0), dark blue points represent regions of dynamical instability (0 < Ri < 1/4), and
the light blue areas are regions with Ri < 1. Orange vertical line marks time of the
ECOMA09 launch (after Szewczyk et al., 2013).

One of the arguments against turbulence heating as an important physical process (e.g.,
Meriwether and Gardner , 2000) in development of the inversion layers was based on the mean
dissipation values published by Lübken (1997) and Lübken et al. (2002). However, there are
two points that have to be taken into account. The first is that the profile of the mean
ε-values for winter was smoothed over 5 km. Also each single point represents an average of
“turbulent” cases with some very high ε-values and even “non-turbulent” cases. When at a
given height there was no turbulence, ε was set to zero. The second point is that the vertical
resolution of the analysis technique used for those turbulence “climatologies” had an altitude
resolution of 1 km. As was later shown by Strelnikov et al. (2003), applying a new analysis
technique (the wavelet analysis), the same measurements reveal a more structured ε-profile
with regions of much higher ε-values, but in shorter than 1 km height ranges. In the frame of
this thesis (see next section) all the available rocket turbulence data were re-analyzed using
the wavelet analysis. This revealed much more high ε-values for the individual rocket flights.
Final argument by e.g., Duck and Greene (2004) was that the adiabatic lapse rate associated
with inversion layers was not reported from rocket measurements by e.g., Lübken (1997).

It is interesting to note that satellite measurements with MLS show that the upper MIL
appears over Andøya, i.e., the launch site, on 18 December and disappears after 24 December
(not shown here). This is in line with the occurrence of the 12 h wave activity as shown in
Fig. 5.6.
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The lower MIL observed by in-situ instrument and the RMR-lidar revealed the same
descent rate as its upper counterpart and persisted for near the same time period (Fig. 5.2).
The vertical separation of these layers was about 16 km which is too short for a vertical
wavelength of tidal waves. The topside of this lower MIL is also accompanied by moderate
local turbulence with relatively sharp gradients. Its morphology is very much reminiscent of
GW-breaking event.

This analysis suggests that both MILs, i.e., between 71 and 73 km and between 86 and
89 km, observed in-situ were produced by strong turbulence which occurred in the region of
non-linear interaction of gravity waves and tides.

Concluding, during the ECOMA09 sounding rocket flight in-situ temperature profile that
revealed two temperature enhancements, between 71 and 73 km and between 86 and 89 km
altitudes was measured. Simultaneously, the ALOMARWeber Na- and RMR-lidars observed
the same temperature perturbations. The long duration lidar observations showed that
this temperature perturbations persisted for several hours such that they were qualified as
inversion layers (MILs). Additionally, satellite-borne observations with MLS showed that
the upper MIL extended over an extended mesoscale region and lasted for 7 days which
again confirms that this was a MIL. On the other hand, the lidar observations show that
this MIL repeatedly appeared and descended during several hours which is not captured by
the satellite instruments.

Similarities in the morphology of the turbulent layers with theoretical expectations for
GW-breaking events and, also the presence of the wind shear suggests that turbulent heating
is a likely mechanism for the generation of the observed MILs.

However, presented analysis cannot exclude the influence of tides and that the observed
MILs resulted from a nonlinear interaction of tides and gravity waves as described by (e.g.,
Meriwether and Gerrard , 2004; Liu et al., 2000). However, the results ultimately show
that if turbulence heating and downward heat transport were not the only mechanisms that
generated the observed MIL, they at least significantly amplified the MIL.

Finally, it can be noted that a series of rocket flights should be conducted during the
temporal development of an inversion layer in order to monitor and better understand the
role of turbulence during these various stages.

5.2. New Statistical Turbulence Analysis - results

In the previous section we considered a case study based on only one flight, and present
an ε profile obtained during this flight. Now let us see the MLT turbulence’s picture on
climatological scale by investigating data from all the available rocket flights. From 1990
to 2014 a series of 35 sounding rockets were launched from ARR (Andøya Rocket Range,
69oN) and Esrange (68oN) to investigate the dynamic state of the MLT region. From these
flights 32 were conducted in ARR, and 3 were conducted in Esrange (list of all the flights
is given in App. A). ARR was renamed to ASC (Andøya Space Center) on 25th April
2014. An ionization gauge, TOTAL until 1993 and CONE afterwards (App. C), mounted on
board to these sounding rockets measured neutral density fluctuations down to very small
spatial scales. The high resolution of these measurements makes it possible, using wavelet
analysis, to unambiguously deduce turbulence parameters, i.e. turbulence dissipation rate,
ε. The whole procedure of obtaining ε with its measurements errors, named in this work
New Statistical Turbulence Analysis, is described in Chap. 4. Lübken (1997) and Lübken
et al. (2002) published turbulence climatologies (mean ε profiles) for winter and summer
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obtained from the flights taken before the year 2000. Their analysis was done based on 12
flights for winter and 8 flights for summer and using the Fourier analysis (App. D.1). In
this section the turbulence climatologies for winter and summer from all the available flights
obtained using the New Statistical Turbulence Analysis are presented and compared with the
climatologies obtained by Lübken (1997) and Lübken et al. (2002). The discrepancies between
the results obtained in the frame of this work and results obtained with the previous analysis
are discussed. The turbulence layer’s thickness, turbulence inhomogeneity, and turbulence
measured in spite of the presence of the adiabatic temperature lapse rate are discussed.
Finally, the extended statistics for turbulence variability, turbulence occurrence rate and
turbulence layer thickness are shown.

The flights, for which results were published by Lübken (1997) and Lübken et al. (2002)
are referred henceforth as the “old flights” (all the flights conducted before year 2000). The
flights conducted starting from year 2000 are referred henceforth as the “new flights”. It
should also be noted that the New Statistical Turbulence Analysis uses wavelet analysis
technique and is referred here also as the “new analysis”, in contrary to Fourier analysis
used by Lübken (1997) and Lübken et al. (2002) referred here as the “old analysis”.

5.2.1. Comparison of ε mean profiles for winter and summer obtained
using the new and old analyses

First, we start with the mean ε altitude profiles for winter and summer obtained from only the
old flights using the new analysis. The new results are compared with the results obtained by
Lübken (1997) and Lübken et al. (2002). The mean profiles obtained using the new analysis
are determined by taking the mean of ε-values at a given altitude. For the altitudes where
no turbulence was detected ε was set to 0. The mean profiles were afterwards smoothed
over 5 km, for better comparison with Lübken (1997) and Lübken et al. (2002), which use
the same smoothing. The mean profiles obtained using the new analysis are afterwards
additionally smoothed over 2 km to exclude small scale variations.

In Fig. 5.8 ε climatology for winter obtained using the new analysis from only the old
flights (light blue line) is compared with the climatology published by Lübken (1997) (dark
blue line). General agreement between the new and old analysis can be seen, however the
mean profile obtained using the new analysis has values lower up to two orders of magnitude
below 70 km. The Lübken (1997) climatology exhibits a maximum around 91 km, whereas
the new climatology exhibits a maximum around 89 km. The new ε mean profile is raising
exponentially from 60 to 89 km, which was not observed for Lübken (1997) mean profile.
Above 89 km the new mean ε profile is decreasing. Black dashed lines show minimum and
maximum limits for the ε-values obtained using the new analysis, and smoothed over 5 km.
The individual ε-values obtained using the new analysis shown as blue dots, and using the
old analysis shown as green rectangles fall within approximately the same ε range. The
difference is that the ε-values obtained using the new analysis occur with larger maximum
and lower minimum values. This is caused by the fact, that the lower vertical resolution of
the old analysis smooths the highest and lowest ε-values. The black dotted line shows the
theoretical εMIN profile discussed in Sec. 2.6.

In Fig. 5.9 the ε climatology for summer obtained using the new analysis for only the old
flights (red line) is compared with the climatology published by Lübken et al. (2002) (violet
line). The mean profile obtained using the new analysis exhibits generally lower values.
This is especially visible between 83 and 85 km, where one partially large value obtained
by Lübken et al. (2002) at 85 km shifted the old mean profile to the right. The maximum
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Mean energy dissipation rate for winter - old flights

Winter Flights - Fourier (Lübken 97)
Winter Flights - Wavelet (Lübken 97)
Wavelet Min - Max Range

εMIN

Figure 5.8 Mean profile of turbulent energy dissipation rate, ε, obtained using the new
analysis (light blue line) from only the flights analyzed in Lübken (1997) paper (dark blue
line for comparison). Heating rates on the top abscissa. On the right ordinate approximate
atmospheric pressure is shown as a vertical coordinate. Blue dots: all the ε-values from
the old flights detected using the wavelet analysis. Green rectangles: Fourier results from
Lübken (1997). Black dashed lines show minimum and maximum limits for individual
ε-values obtained using the new analysis, smoothed over 5 km. Black dotted line shows
the theoretical εMIN profile.

ε-values in both climatologies lie between 87 and 90 km. Black dashed lines show minimum
and maximum limits for the ε-values obtained using the new analysis, and smoothed over
5 km. The individual ε-values obtained using the new analysis shown as red dots, and using
the old analysis shown as violet rectangles fall within approximately the same ε range. The
difference is that the new analysis was able to detect several turbulent layers with small
ε-values, and several turbulent layers below 82 km, which were not detected by the old
analysis. Black dotted line shows the theoretical εMIN profile discussed in Sec. 2.6.

Despite general agreement between the mean profiles obtained using the new and old
analysis, some differences are apparent. The origin of these discrepancies is discussed in the
next subsection.
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Summer Flights - Fourier (Lübken )02
Summer Flights - Wavelet (Lübken )02

Mean energy dissipation rate for summer - old flights

Wavelet Min - Max Range

εMIN

Figure 5.9 Mean profile of turbulent energy dissipation rate, ε, obtained using the new
analysis (red line) from only the flights analyzed in Lübken et al. (2002) paper (violet line
for comparison). Heating rates on the top abscissa. On the right ordinate approximate
atmospheric pressure is shown as a vertical coordinate. Red dots: all the ε-values from
the old flights detected using the wavelet analysis. Violet rectangles: Fourier results from
Lübken et al. (2002). Black dashed lines show minimum and maximum limits for individual
ε-values obtained using the new analysis, smoothed over 5 km. Black dotted line shows
the theoretical εMIN profile.

5.2.2. Discrepancies between the ε-values obtained using Fourier and
wavelet technique

The presented mean profiles, as well as the individual values, obtained from the old flights
using the new and old analysis exhibit certain differences. For the winter profiles, these
are the differences between the old and new profiles below 70 km. The main difference in
summer are the turbulent layers detected with use of the new analysis below 82 km. We will
now try to investigate the origin of these discrepancies.

The mean ε-profile for winter obtained using the new analysis below 70 km has values
lower by as much as two orders of magnitude than the profile obtained using the old analysis
(Fig. 5.8). For summer flights the mean ε-profile obtained using the new analysis has gener-
ally lower values than the profile obtained using the old analysis (Fig. 5.9). This is especially
evident between 83 and 85 km. When analyzing the values obtained using the old analysis
for winter and summer in the altitudes where these largest differences occur, large individual
ε-values can be observed. Particularly, for winter flights it is the value of ε = 20 mW/kg
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at 65 km and for summer flights it is the value of ε = 2000 mW/kg at 83 km. These two
particularly high ε-values are higher by more than an order of magnitude than the mean
profile at these altitudes. Since the mean profile is smoothed over 5 km, these high ε-values
will significantly increase the mean profiles in the adjacent 5 km altitude range. These high
ε-values were not observed in these altitudes using the new analysis. Since no detailed data
about the flights and the Fourier analysis conducted by Lübken (1997) and Lübken et al.
(2002) is available, it is hard to say where these unusually large values come from.

Box plot comparison of values obtained using Fourier and wavelet analysesε

2000 mW
@83 km
(SCT-03)

20 mW
@65 km
(LT-17)

Figure 5.10 The differences in the individual values obtained using the wavelet and Fourier
analysis for all the altitudes shown as a correlation plot, with blue rectangles for winter
flights, and red rectangles for summer flights.

The differences in the individual values obtained using the wavelet and Fourier analysis
are shown in Fig. 5.10 as a correlation plot, with blue rectangles for winter flights, and red
rectangles for summer flights. For comparison the results obtained with the wavelet analysis
were averaged over 1 km (e.g., as one rectangle the Fourier results at the altitude of 85 km is
compared with the mean obtained from the wavelet results in the altitude range from 84.5 to
85.5 km for the same flight). It can be seen that most of the values show agreement within
one order of magnitude (marked with dashed lines on the plot) and for very few values the
disagreement is more than 2 orders of magnitude (marked as dotted lines). Values with the
particularly large disagreement visible in the plot are the values that were discussed in the
previous paragraph (i.e. summer value of ε = 2000 mW/kg at 83 km and winter value of
ε = 20 mW/kg at 65 km).

To show the differences in the individual values obtained using the new and old analysis
an example turbulent layer from DAT84 flight is shown in Fig. 5.11. In the left panel Fourier
PSD from the altitude range 87.5 to 88.5 km is shown as a black line. In the right panels two
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Figure 5.11 Example turbulent layer from DAT84 flight. In the left panel global Fourier
PSD of 1 km altitude bin is shown as a black line. In the right panels global wavelet PSDs
of the 100 m bins are shown as black triangles connected by the black lines. The fitted
spectral Heisenberg (1948) model is shown as dashed blue lines. Fitting ranges are shown
as dashed vertical orange lines. Inner scale, l0, derived from the fit, is shown as vertical
dashed black lines.

global wavelet PSD of the 100 m bins within this altitude range are shown as black triangles
connected by the black lines. The fitted spectral Heisenberg (1948) model is shown as dashed
blue lines. The inner scale, l0, derived from the fit, is shown as vertical dashed black line.
The ε-values obtained from l0 are shown in the upper right corner of each plot. It can be
seen that the lower wavelet spectrum exhibit similar ε value as the Fourier spectrum. The
upper wavelet spectrum exhibits values of one order of magnitude higher. These differences
come from the differences in the Fourier and wavelet analysis itself, namely the higher spatial
resolution that the wavelet technique allows to achieve.

An example of a summer turbulence layer detected by the new analysis below 82 km is
shown in the next subsection. In Fig. 5.13 the wavelet spectra of three 100 m altitude bins in
the altitude range from 68 to 69 km are shown, one from inside the 500 m turbulence layer
and two from the laminar atmosphere just above and below of this layer. In the Fourier
spectrum of the 1 km bin of the same flight in the same altitude range no turbulence is
detected. This shows that the wavelet analysis is able to detect thin turbulence layers,
which are not detectable by the Fourier analysis.

In conclusion, the differences between the new and old analysis come from different sources.
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The mean profiles both for winter and summer show general agreement. The differences in
the mean profiles come from singular higher values found using the Fourier analysis at
specific altitudes (i.e. summer value of ε = 2000 mW/kg at 83 km and winter value of
ε = 20 mW/kg at 65 km). The differences in the individual values come from the differences
between the Fourier and wavelet technique itself. Particularly the difference in the altitude
resolution means, that we assume that inside of 1 km Fourier bin we have turbulence which
is evenly distributed over this one kilometer. This is very rarely the case, as the turbulence
is intermittent on scales smaller than 1 km, which is discussed in the next subsection. This
means that measurements inside this 1 km bin with 100 m resolution technique will result
in different results along this 1 km. It is also possible that inside this 1 km there may exist
parts without turbulence. This means altogether, that the mean value of ten 100 m bins
does not have to equal the value obtained from the 1 km bin.

5.2.3. Turbulent layer thickness and turbulence layer inhomogeneity

After comparing the ε profiles obtained from the old flights, and before presenting the new
climatologies obtained from the full data set, let us consider turbulence layer thickness and
turbulence layer inhomogeneity. These are topics of high interest in the MLT region’s tur-
bulence study. The old analysis (App. D.1) had 1 km vertical resolution, which obviously
limited the minimum detected turbulence layer thickness to 1 km. In this section we show
that the new analysis (e.g., Strelnikov , 2006, App. D.2), with its vertical resolution of 100 m,
is superior over the Fourier turbulence analysis for investigation of the turbulence inhomo-
geneity and in detecting thin turbulence layers. First theoretical considerations regarding
the turbulence layer thickness and turbulence inhomogeneity are presented. Then results
obtained from DNS experiments are summarized. Afterwards experimental examples of
turbulent layer thinner than 1 km isolated from other turbulent layers, and intermittent
turbulent layers are presented. An intermittent turbulent layer is defined here as a region
with two or more thin turbulent layers separated by thin laminar layer(s).

The clear air turbulence (CAT) is known to be intermittent and inhomogeneous. Wein-
stock (1978) states that vertical thickness of the intermittent patches of CAT is larger than
the turbulence outer scale, LB. He also states that the scales of inhomogeneity may likewise
be larger than LB. In other words, even intermittent patches of CAT may be approximately
homogeneous on the scale of the inertial subrange. Weinstock (1978) also states that they
were not aware, at that time, of any turbulence patches thinner than LB . On the contrary,
measurements available at that time had indicated that the thickness of CAT for the strato-
sphere varies from 300 to 800 m for intensities varying from very light to moderate. Some
results for strong intensity CAT with thickness of 1.2 km were also mentioned. In works
of Lübken (1997) and Lübken et al. (2002) maximum turbulence layer thickness found was
9 km. Mean outer scale value found using Eq. 2.5 with N , and l0 values obtained in the
frame of this thesis is LB ≈ 500 m, with the maximum observed LB values being on the
order of a few kilometers.

Hocking (1999) however states that turbulence can be even more intermittent both tempo-
rally and spatially, and very often occurs in thin layers in the middle atmosphere with layer
thickness of a few tens of meters out to a kilometer. These thin layers are often separated by
regions which are either only weakly turbulent or even laminar. The processes which induce
diffusion can themselves be scale dependent. This spatial and temporal intermittency has
been demonstrated in Hocking (1991, 1996), after adaptation from Desaubies and Smith
(1982). These authors show how an ensemble of gravity waves can act together to produce
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regions of instability separated in height by regions of stability. Examples of experimental
studies of such layering are also discussed therein. One of their conclusions was that we must
revisualize how large scale turbulent diffusion takes place to understand these problems in
more detail.

Fritts and Alexander (2003) presented a review of dynamics of gravity waves in the at-
mosphere. These authors opined that the greatest advances in understanding of instability
and turbulence dynamics accompanying gravity waves in recent years were made possible
by the continuing evolution of high-performance computers, which are now capable of DNS
of stratified and sheared flows. Such simulations are capable of describing both the transi-
tion to turbulence in a geophysical flow and the vorticity dynamics driving the turbulence
cascade.

Based on such DNS-studies Fritts et al. (2013a) noticed that while there are instances
where local instability dynamics appear to be driven by a single GW of large amplitude
(and large vertical scale) in the absence of smaller-scale mean or GW structures, the frequent
occurrence of turbulence in relatively thin layers suggests that instabilities and turbulence
often arise because of superpositions of variable mean and GW motions that may span a
range of spatial and temporal scales. In the MLT region superposed GWs arising from many
sources, having disparate spatial scales and frequencies, and achieving larger vertical group
velocities and amplitudes are often observed. In such environments, multiscale interactions
can drive very different dynamics than arise owing to instabilities of individual and super-
posed GWs. These multiscale dynamics accompanying GW instability arise as a result of
GW-fine structure (GW-FS) interactions. Multiscale GW-FS superpositions are ubiquitous
throughout the atmosphere (Fritts et al., 2013b).

GW-FS interactions are a subset of more general multiscale interactions among GWs, plan-
etary waves, tides at higher altitudes, and mean wind and stability fields that encompass the
mutual influences and evolutions of motions spanning a wide range of spatial and temporal
scales. GW-FS interactions arguably occur to varying degrees at essentially all altitudes all
of the time. Evidence for potential multiscale influences on GW instability dynamics has
increased dramatically as high-resolution profiling capabilities for winds, temperatures, and
other dynamical parameters have advanced (Fritts et al., 2013b).

Fritts et al. (2009a) have done an initial DNS of GW-FS dynamics. They employed a
number of idealizations of the GW-FS flow. Despite its simplicity, the results of this DNS
provide a number of interesting insights into GW-FS interactions that may be relevant to
more general superpositions of larger- and smaller-scale, and higher- and lower-frequency,
motions throughout the atmosphere. The conclusions Fritts et al. (2009a) made and which
are particularly interesting for us are the following:

1. instabilities and turbulence occur at vertical scales defined more by the FSs than by
the GWs

2. turbulence generation is intermittent and spatially localized following instability onset

3. layered turbulence accompanying various turbulence events leads to sheet and layer
structures that closely resemble observations in the atmosphere.

The multiscale dynamics accompanying GW instability arising as a result of GW-FS in-
teractions are also the subject of Fritts et al. (2013a) paper. They use DNS to examine the
dynamics and energetics of idealized GW-FS interactions. Fritts et al. (2013a) confirmed
both the roles of small-scale shears and overturning in driving turbulence generation and
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the strong departures of such evolutions from GW instability dynamics occurring without
FS influences (Fritts et al., 2009b,c). Fritts et al. (2013a) further identified “intrusions”
comprising superposed GW and FS flows as a principle driver of turbulence events.

Fritts et al. (2013a) also provide indications and/or confirmation of the environments in
which GW-FS interactions are most likely to be strong - for example, accompanying large
increases in N with altitude, yielding large increases in ε in crossing the polar summer
mesopause (Lübken et al., 2002; Rapp and Lübken, 2004), as was predicted by Van Zandt
and Fritts (1989).

The purpose of Fritts et al. (2013b) was to examine the characteristics and statistics of ε
within the turbulence fields arising in the DNS described in Fritts et al. (2013a). Specifically,
they defined the dependence of turbulence dissipation morphologies on the turbulence sources
and evolutions, quantified the dissipation statistics and their evolutions and correlations in
space and time, and discussed the implications of these dissipation fields for measurements
of turbulence parameters.

The findings of Fritts et al. (2013b) include:

1. dissipation that tends to be much more localized and variable than that due to GW
instability in the absence of FS

2. strong influences of FS shears on instability occurrence and turbulence intensities and
statistics

3. significant differences between mechanical and thermal dissipation rate fields having
potentially important implications for measurements of these flows

4. turbulent dissipation events that are strongly layered in the vertical and lead to sheet-
and-layer u structures, owing to stable stratification and velocity FS

To investigate these theoretical statements and DNS experiments results, two examples
from the real rocket data are shown, first with a larger, intermittent turbulent layer (with
intermittency on the order of hundreds of meters) and a second one with an isolated tur-
bulence layer with thickness of 500 m separated from other turbulence layers by more than
1 km. Two things have to be addressed here: theoretically our turbulence detection tech-
nique is not sensitive to turbulence exhibiting on the adiabatic temperature lapse rate (see
next Subsection). To avoid this issue, the examples shown are taken from the sections of
flights exhibiting a non-adiabatic temperature lapse rates. The other issue is discussed in
Sec. 4.6. There it was shown, using a synthetic signal, that wavelet analysis can distinguish
turbulent and laminar parts of the signal, i.e. even for the laminar part of the signal, which
is adjacent to the turbulent part, no turbulence is detected. Hence the new analysis should
be appropriate to investigate turbulence inhomogeneities on the scales of hundreds of meters
and to detect isolated turbulence layers smaller than 1 km with proper accuracy.

In Fig. 5.12 an example of an intermittent turbulence layer is shown. This layer was
detected during the SCT-06 flight on August 1st 1993 in ARR. The turbulence layer appears
from 78.1 to 79.6 km, above and below of these altitudes no turbulence is detected for more
than 1 km. A laminar patch inside of this turbulence layer exhibits from 78.4 to 78.8 km. Six
wavelet spectra from inside of this turbulence layer and just outside of it are shown in this
figure. In these spectra, global wavelet PSD of the 100 m altitude bins are shown as black
triangles connected with black lines. The fitted spectral Heisenberg (1948) model is shown
as dashed blue lines. Fitting ranges are shown as dashed vertical orange lines. The inner
scale, l0, is indicated as vertical dashed black lines only for the turbulent spectra. Spectra
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Figure 5.12 Wavelet spectra from an intermittent turbulence layer detected during the
SOMI-06 flight of 1st August 1993 in ARR in the altitude range from 78.1 to 79.6 km.
Global wavelet PSD of the 100 m bins are shown as black triangles connected with black
lines. The fitted spectral Heisenberg (1948) model is shown as dashed blue lines. Fitting
ranges are shown as dashed vertical orange lines, and inner scale, l0, as a vertical dashed
black line only for the turbulent spectra. Above 79.6 and below 78.1 km no turbulence is
detected for more than 1 km.

are numbered 1 to 6. Spectra number 1 and 6 are taken from the non-turbulent part of the
atmosphere just above and below the turbulence layer, respectively. Spectra 2, 3, and 5 are
taken from the turbulent parts of the layer. Between these turbulent parts there is a laminar
patch, which is shown as a spectrum number 4. This demonstrates that the new analysis
can investigate the turbulence inhomogeneity on scales as small as 100 m.

In Fig. 5.13 an example of an isolated turbulence layer of 500 m thickness is shown. This
layer was detected during the MDMI05 flight on 6th July 1997 in ARR in the altitude range
from 68.2 to 68.7 km. Outside of this turbulence layer no turbulence is detected for at
least 1 km above and below. Markings are the same as in Fig. 5.12. Global wavelet PSD
from 100 m of this turbulence layer is given in the upper right panel. Above and below
this layer no turbulence was detected for more than 1 km. Global wavelet PSD from these
non-turbulent parts of the flight are given in the upper-left and lower-left panels. It can
be seen that using Fourier analysis, i.e. as shown in the lower-right panel of Fig. 5.13, no
turbulence is detected between 68 and 69 km. This shows that the wavelet analysis is able
to detect thin isolated turbulence layers, which are not detectable for the Fourier analysis.

In conclusion, theoretical considerations show that turbulence can occur in the intermit-
tent layers on the scales down to tens of meters or down to the turbulence outer scale LB .
Mean outer scale value found using Eq. 2.5 with l0 and N values obtained in the frame of
this thesis is LB ≈ 500 m, with the maximum observed LB values being on the order of a few
kilometers, and minimum values on the order of tens of meters, which agrees with the former

72

Figures/turb_interm_1.eps


10 100 1000
frequency [Hz]

10−9

10−8

10−7

10−6

10−5

10−4

100 10 1
scales [m]

altitude range [km]:
68.300 − 68.200
ε = 0.052 [mW/kg]

M -0 (Andøya; 69°N; 06−JUL−1997; 00:06:00 UT; downlegDMI 5 )

10 100 1000
frequency [Hz]

10−9

10−8

10−7

10−6

10−5

10−4

P
S

D

100 10 1
scales [m]

altitude range [km]:
67.900 − 67.800
ε = NaN [mW/kg]

10 100 1000
frequency [Hz]

10−9

10−8

10−7

10−6

10−5

10−4

P
S

D

100 10 1
scales [m]

altitude range [km]:
69.000 − 68.900
ε = NaN [mW/kg]

P
S

D

10 100 1000
frequency [Hz]

10-7

10-6

10-5

10-4

10-3

10-2

P
S

D

1000 100 10 1
scales [m]

altitude range [km]:
69.000 - 68.000

ε = NaN [mW/kg]

Figure 5.13 An isolated turbulence layer detected during the MDMI05 flight taken on 6th
July 1997 in ARR in the altitude range from 68.2 to 68.7 km. Global wavelet PSD from
100 m of this turbulence layer is given in the upper right panel. Above and below this
layer no turbulence was detected for more than 1 km. Global wavelet PSD from these
non-turbulent parts of the flight are given in the upper-left and lower-left panels. The
lower-right panel shows the Fourier PSD obtained during this flight in the altitude range
from 68 to 69 km. Markings in the figure are the same as in Fig. 5.12.

statement. Also multiple DNS experiments show that dissipation tends to be very localized
and variable, and turbulence generation is intermittent. This altogether suggests that tur-
bulent layers can have thickness below 1 km. Two example turbulence layers are presented
in the real rocket data analyzed using wavelet technique. One isolated from other turbulence
layers, with a thickness of 500 m, and one thicker, which exhibits intermittency on the orders
of hundreds of meters. This examples confirm that it is possible to detect isolated turbu-
lence layers thinner than 1 km and to investigate turbulence intermittency/inhomogeneity
on the order of hundreds of meters using wavelet analysis technique. Better vertical reso-
lution would probably be needed to investigate the thinnest turbulence layers and smallest
scale inhomogeneities in the MLT region. We conclude, stating that further investigations,
both theoretical, DNS, and in-situ need to be performed to investigate topics of turbulence
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inhomogeneity and turbulence layer’s thickness in more detail.
The statistics on the turbulence layer’s thickness obtained from all the available flights

using the New Statistical Turbulence Analysis are shown in Fig. 5.21 in Sec. 5.2.

5.2.4. Turbulence found in the regions with adiabatic temperature lapse
rate
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Adiabatic Lapse Rate

Figure 5.14 Turbulent eddies move adiabatically an air parcel to a different height. This
creates fluctuations of quantities like temperature or density. Dark blue line: background
temperature profile, dT/dz- Green line: adiabatic lapse rate, Γ.

Other problem that should be addressed before presenting the new climatologies, is the
existence of turbulence in the regions with adiabatic temperature lapse rate. Theoretically,
the CONE instrument is insensitive to the turbulence found in the altitude regions where
the temperature exhibits adiabatic lapse rate (e.g., Lübken, 1993; Strelnikov , 2006). This
situation is presented schematically in Fig. 5.14. A turbulent eddy moves an air parcel to
a different height mechanically. The time of collisional relaxation inside the air parcel is
large compared to the time of the mechanical transport by the turbulent motion, so this
process can be considered as adiabatic. As a result, the temperature (or density) at that
new location will deviate from the background temperature (density) profile. Where the
profile of background temperature is adiabatic, i.e. dT/dz = Γ, the air parcel’s temperature
at the new location will not differ from the background air temperature, and the turbulence
will not be detected by the CONE sensor.

However, after re-analysis of the turbulence rocket data with the wavelet technique, several
turbulent layers were found in the altitude ranges where the temperature exhibits quasi
adiabatic lapse rate (by quasi adiabatic lapse rate in this work we mean −dT/dz between
8.8 and 10.8 K/km). Occurrence rate of 100 m altitude bins of turbulence for different lapse
rates from all the flights is given in Fig. 5.15. In the left panel for 1 K/km step, in the
right panel zoomed to 0.1 K/km step. With red-dotted lines dry adiabatic lapse rate of
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−9.8 K/km is given. The problem of turbulence found in the altitude bins with adiabatic
temperature lapse rate is discussed in this Subsection.
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Figure 5.15 Occurrence rate of 100 m altitude bins of turbulence for different lapse rates
from all the flights. In the left panel for 1 K/km step, in the right panel zoomed to
0.1 K/km step. With red-dotted lines dry adiabatic lapse rate of −9.8 K/km is given.

To remove the modulation due to rocket spin, the temperature has been smoothed to
approx. 200 m resolution (Rapp et al. (2001) and App. C). The measurement resolution of
the turbulence dissipation rate, ε, derived using wavelet technique is 100 m. Two things have
to be accounted for: even if we measure adiabatic lapse rates, we are not able to say if inside
of the 200 m bin the lapse rate is steadily adiabatic. Other important point is that, the
total density derivations (from which the temperature is subsequently derived (App. C)) are
disturbed by aerodynamic disturbances leading to enhancement of the densities inside the
sensor compared to atmospheric values. To account for this Rapp et al. (2001) introduced
ram correction factor for the CONE density measurements. This factor was derived using
the Direct Simulation Monte Carlo (DSMC) method for apogees of 105 and 130 km. The
apogees for flights investigated in this work vary from from 102 km (MSMI05 and MDMI05
flights) to 138 km (ECOMA-08). It is possible that a slight error in estimation of RAM
correction factor for different apogees would be enough to draw the measured lapse rate
from the real lapse rate slightly, i.e. by 0.1 K/km. This possibility makes it even harder to
pinpoint where the measured adiabatic lapse rate is exactly true atmospheric adiabatic lapse
rate, i.e. 9.8 K/km. To clarify this point, extensive sensitivity studies need to be conducted.

In conclusion, from theoretical investigations available (e.g., Lübken, 1993; Strelnikov ,
2006) the CONE sensor is not, in fact, sensitive to the turbulence found on the adiabatic
lapse rate, but it is difficult to measure the altitude regions where this lapse rates occur with
high reliability. Additionally, after reviewing all the flights, there is no turbulence found in
the 200 m bins with the adiabatic temperature lapse rate between 9.7 and 9.9 K/km.

5.2.5. ε climatologies for winter and summer

Having compared the results obtained from the old flights using the old and new analyses,
and discussed the discrepancies between these two analyses, we are ready to present the
climatologies obtained using the new analysis from all the available flights. Presented cli-
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matologies use a data set consisting of 16 winter and 19 summer flights (a list of all flights
is given in App. A).

Winter Flights - Lübken 97JGR 19
Winter Flights - All
Wavelet Min - Max Range

Mean energy dissipation rate for winter - all flights

Figure 5.16 Comparison of the turbulent energy dissipation rate, ε, mean profiles obtained
from all the winter flights using the new analysis (light blue line) with the results obtained
by Lübken (1997) (dark blue line). Heating rates on the top abscissa. On the right
ordinate approximate atmospheric pressure is shown as a vertical coordinate. Dark blue
dots: results obtained using the new analysis from the old flights. Light blue dots: results
obtained using the new analysis from the new flights. Black dashed lines show minimum
and maximum limits for individual ε-values obtained using the new analysis, smoothed
over 5 km.

In Fig. 5.16 ε climatology for winter obtained using the new analysis for all winter flights
(light blue line) is compared with the climatology published by Lübken (1997) (dark blue
line). The dark blue dots show ε-values detected for the old flights. The light blue dots
show ε-values from the new flights. The mean profile obtained by the new analysis is raising
exponentially from 60 to 89 km. The maximum of ε ≈ 60 mW/kg is obtained in the altitude
range between 89 and 91 km. This value corresponds to a heating rate of ≈ 5 K/day,
which is comparable to that of other contributions to the energy budget in the MLT region
(e.g., Lübken, 1993). The mean ε profile is gradually decreasing above 91 km. The mean
ε profiles obtained using the new analysis and by Lübken (1997) show general agreement.
The differences are similar as the differences obtained from only the old flights and discussed
below Fig. 5.8. The minimum and maximum limits for ε-values shown as black dashed lines
in Fig. 5.16 show approximately general exponential increase with the altitude. Variability
of the ε-values with altitude in winter is shown in Fig. 5.19 and is discussed in the next
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Summer Flights - New Analysis
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Mean energy dissipation rate for - all flightssummer

Figure 5.17 Comparison of the turbulent energy dissipation rate, ε, mean profiles obtained
from all the summer flights using the new analysis (red line) with the results obtained by
Lübken et al. (2002) (violet line). Green dashed line shows the mean profile obtained using
the new analysis after excluding flights from the MIDAS/MACWAVE campaign. Heating
rates on the top abscissa. On the right ordinate approximate atmospheric pressure is shown
as a vertical coordinate. Violet dots: results obtained using the new analysis from the old
flights. Red dots: results obtained using the new analysis from the new flights. Green
dots: values from MIDAS/MACWAVE campaign. Black dashed lines show minimum and
maximum limits for individual ε-values obtained using the new analysis, smoothed over
5 km.

subsection.

In Fig. 5.17 ε climatology for summer obtained using the new analysis from all the summer
flights (red line) is compared with the climatology published by Lübken et al. (2002) (violet
line). The violet dots show ε-values detected for the old flights. The red dots show ε-values
from the new flights. The green dots show values from the MIDAS/MACWAVE campaign.
During the MIDAS/MACWAVE campaign (3 flights: MMMI12, MMMI24 and MMMI25)
very specific atmospheric conditions exhibited, leading to extreme temperature and wind
gradients near the summer mesopause. These specific atmospheric conditions caused e.g.,
turbulence occurrence below 82 km (e.g., Rapp et al., 2004; Fritts et al., 2004; Becker et al.,
2004). However, because of the limited data set and the fact that the ε-values from this
campaign change the mean summer profile only slightly, they are not excluded from the mean
ε profile. The mean profile obtained after excluding flights from the MIDAS/MACWAVE
campaign is plotted over with a green dashed line. Turbulence in summer occurs in the
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Summer Flights

Winter Flights

Mean energy dissipation rate - results from the new  analysis

Figure 5.18 Comparison of mean profiles of turbulent energy dissipation rate, ε, obtained
using the new analysis from all the winter flights (blue line) and all the summer flights (red
line). Heating rates on the top abscissa. On the right ordinate approximate atmospheric
pressure is shown as a vertical coordinate. Blue squares: results obtained from winter
flights. Red squares: results obtained from summer flights. Minimum and maximum limits
for individual ε-values obtained using the new analysis are shown with blue (winter) and
red (summer) dashed lines.

altitude range from 74 to 97 km, with turbulence occurrence rate dropping down to less
than 10 % below 74 km, and the mean profile below this altitude is not shown. The mean
profile obtained by the new analysis exhibits a maximum ε ≈ 170 mW/kg obtained for the
altitude range between 92 and 95 km. This value corresponds to a heating rate ≈ 15 K/day,
which is again comparable to that of other contributions to the energy budget in the MLT
region (e.g., Lübken, 1993). The mean ε profiles obtained for summer in the frame of this
work and by Lübken et al. (2002) show agreement in the altitude range from 83 to 91 km.
The main difference is the existence of turbulent layers below 82 km. However, only four
layers thicker than 1 km (Fourier analysis vertical resolution) are found below this altitude
using the new analysis. An example turbulence layer detected below 82 km using the new
analysis and not detected using Fourier analysis is shown in Fig. 5.13. The minimum and
maximum limits for ε-values shown as black dashed lines in Fig. 5.17 show approximately
general exponential increase with the altitude.

In Fig. 5.18 mean profiles of turbulent energy dissipation rate, ε, obtained using the new
analysis from all the winter (blue line) and all the summer flights (red line) are shown.
Turbulence in summer exhibits higher values above 82 km and lower below that height than
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turbulence in winter. The maximum ε ≈ 150 mW/kg in summer is obtained for the altitude
range between 92 and 95 km. This is three times the maximum of ε for winter obtained
for the altitude range between 89 and 91 km. ε-values are shown as blue and red squares
for winter and summer, respectively. Turbulence in winter occurs in a broad altitude range,
whereas in summer it is confined to altitude range from 74 to 97 km, with turbulence being
observed sporadically below 74 km (see Fig. 5.20 in the next subsection). From the minimum
and maximum limits for the ε-values shown as the blue dashed lines for winter and red dashed
lines for summer general exponential increase of ε with altitude can be observed.

5.2.6. Turbulence statistics

After presenting the climatologies for summer and winter, we will present statistics on
turbulence variability, turbulence occurrence rate and turbulence layer thickness, also ob-
tained using the new analysis. In contrast to the climatologies, the three flights from MI-
DAS/MACWAVE campaign were not included in the turbulence statistics. These flights
affect turbulence occurrence rate and turbulence variability statistics significantly, e.g., in-
creasing turbulence occurrence below 80 km. Statistics for ε variability and occurrence rate
for this campaign are shown in App. I.
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winter flights
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Figure 5.19 Turbulence dissipation rate, ε, variability for winter (blue bars) and summer
(red bars) seasons. Different panels show the results in different altitude ranges, given
as text in the right-upper corner of each panel. As text over leftmost unscaled bars bins
where no turbulence was detected are shown for each altitude range.

In Fig. 5.19 statistics for ε variability with altitude for winter (blue bars) and summer
(red bars) is shown. Different panels show statistics in different altitude ranges, given as
text in the upper-right corner of each panel. As colored text over leftmost unscaled bars
bins where no turbulence was detected are shown for each altitude range. General increase
of ε-values with altitude is visible for both summer and winter, which was already shown
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in Figs. 5.16 and 5.17. Most winter ε-values found between 90 and 100 km lie between
101 and 102 mW/kg, between 80 and 90 km lie between 100 and 101 mW/kg, between
70 and 80 km lie between 10−1 and 100 mW/kg, and between 60 and 70 km lie between
10−2 and 10−1 mW/kg, and thereby exhibit an exponential gradient. Most summer ε-values
for turbulence found between 90 and 100 km lie between 101 and 102 mW/kg, between 80
and 90 km lie between 100 and 101 mW/kg, and between 70 and 80 km between 10−1 and
101 mW/kg. Turbulence occurs very sporadically in summer at altitudes 60 to 70 km.

Comparison of turbulence occur nce rate for winter and summere
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Figure 5.20 Turbulence occurrence rate with altitude for winter (blue bars) and summer
(red bars and red dashed line). The occurrence rates of Polar Mesospheric Summer Echoes
(PMSE) (Rapp and Lübken, 2004) and Polar Mesospheric Winter Echoes (PMWE) are
shown as orange and light blue lines respectively (courtesy of Ralph Latteck).

In Fig. 5.20 statistics for turbulence occurrence rates with altitude for winter (blue bars)
and summer (red bars and red dashed line) is shown. As light blue and orange lines the
occurrence rates of PMSE, Polar Mesospheric Summer Echoes (Rapp and Lübken, 2004),
and PMWE, Polar Mesospheric Winter Echoes (courtesy of Ralph Latteck) are shown for
comparison. PMSE statistics were obtained from measurements made from 1999 to 2013
using both the ALWIN and the MAARSY radar. The PMWE statistics was obtained from
measurements made from 2010 to 2013 using MAARSY radar. It can be seen that in winter
turbulence is observed with typical occurrence rate between 30 and 65% between 70 and
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90 km. A decrease in occurrence rate above 90 km (turbopause) and below 70 km is observed.
Below 74 km in summer, turbulence is observed with occurrence rates staying mostly below
10 %. It can be seen that maximum summer turbulence occurrence rate occurs at ≈ 87.5 km,
whereas the maximum PMSE occurrence rate occurs at ≈ 85 km. This shift in maxima of
occurrence of neutral turbulence and PMSE agrees with results published by Rapp and
Lübken (2004). In a climatological sense neutral air turbulence occurs in the entire altitude
range where PMSE is observed. Neutral air turbulence is known to be producing structures
in the refractive index necessary for the PMSE existence (e.g., Rapp and Lübken, 2004).
The PMWE occur only below 80 km, whereas the turbulence in winter occurs in a broader
altitude range. The mechanism of the creation of PMWE is still an open question (Rapp
et al., 2011). Combined in-situ rocket sounding and radar measurements provided evidence
that at least some of these echoes can be attributed to Bragg scattering from fluctuations
that are due to neutral air turbulence (Lübken et al., 2006). Stebel et al. (2004); Kavanagh
et al. (2006); Belova et al. (2008); Kero et al. (2008); Havnes and Kassa (2009); Havnes
et al. (2011); La Hoz and Havnes (2008) presented results which suggest that the charged
nanometer-scale particles, much like ice in the case of PMSE, take part in the creation of
PMWE. The obtained broad range of turbulence occurrence in winter combined with narrow
range of PMWE occurrence can imply that these charged nanometer-scale particles number
densities are higher from 60 to 80 km than in the upper parts of the mesosphere.

Statistics for the turbulence layer’s thickness obtained from all the available flights is shown
in Fig. 5.21. The thickness of the layers measured with the resolution of 100 m is given with
red bars. The thickness of the layers with excluded small scale inhomogeneities are shown
with blue and green bars on the plot. This study was conducted as follows: turbulent layers
with a thin, non-turbulent layer in between are treated as one thicker inhomogenous turbulent
layer. In this study inhomogeneities thinner than 500 m (green bars in the plot), and thinner
than 1000 m (blue bars in the plot) were excluded. This inhomogeneity’s thickness was
chosen according to discussion in Subsec. 5.2.3, where it was stated that turbulence may
exhibit inhomogeneties from tens of meters up to a kilometer. On the x-axis turbulent
layer’s thickness in km is shown, whereas on the y-axis the number of layers with given
thickness is shown. It can be seen, that without excluding the small scale inhomogeneities,
most layers exhibit thickness of 100 m (or below, since 100 m is the limit due to the analysis’
technique/instrument). After excluding small scale inhomogeneities most of the turbulence
layers exhibit thickness of a few kilometers.

It is interesting to compare the statistical turbulent layer thickness (excluding intermit-
tencies of up to 500 m) for summer below and above 82 km. This is the altitude below
which no turbulence was detected by Lübken et al. (2002) analysis. The reason for lack of
turbulence below 82 km in summer was associated with lack of gravity wave breaking events
there (which is associated with the fact that weaker gravity waves in summer are filtered by
mean winds (e.g., Lindzen, 1981)). This comparison reveals that statistical turbulent layer
below 82 km is thinner than the one above 82 km. Below 82 km more than 50% of layers
are thinner than 1 km, whereas above this altitude only 30%.

According to Fritts et al. (2003) shear instability causes turbulence confined to a narrow
layer, whereas gravity wave breaking causes turbulence that spreads over a larger height
range. Therefore, the presented statistics may imply that the turbulence detected below
82 km is created to greater extent by wind shear than the turbulence above 82 km (and to
lesser extent by gravity wave breaking). The mean daily profiles for wind shear obtained
with Saura MF-radar, which are not shown here, do in fact show that there exists individual
strong wind shear events in summer below 82 km, which can be associated with turbulence.
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Figure 5.21 Statistics of the turbulence layer’s thickness are shown as red bars. On the
x-axis turbulent layer’s thickness in km is shown (below 1 km with 100 m resolution, above
with 1 km resolution), whereas on the y-axis the number of layers with given thickness
detected in all the available flights is shown. Turbulence layer’s thickness statistics after
excluding small scale intermittencies, of 500 m thickness and thinner (green bars) or
1 km and thinner (blue bars), are shown for comparison. Total amount of turbulent
layers thinner than 1 km after excluding these intermittencies is shown as background
transparent green and blue bars.

5.2.7. Summary

Now we are ready to summarize the results for MLT region’s turbulence obtained in the
frame of this work. First, the results obtained from the old flights using the new analysis for
winter and summer are presented and compared with the results published by Lübken (1997)
and Lübken et al. (2002). General agreement between these mean profiles is found, however
some differences are evident. These differences are discussed later. Also turbulence layer’s
thickness, turbulence inhomogeneity, and turbulence found on the adiabatic temperature
lapse rate is discussed.

Then the mean profiles obtained using the new analysis from all the winter and all the
summer flights are presented and discussed. The mean ε value for winter increases exponen-
tially from 60 to 89 km. The maximum ε ≈ 60 mW/kg is obtained for the altitude range
between 89 and 91 km. This value corresponds to a heating rate of ≈ 5 K/day, which is
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comparable to that of other contributions to the energy budget in the MLT region (e.g.,
Lübken, 1993). Above 91 km the mean profile is decreasing. Minimum and maximum limits
of the ε occurrence in winter show exponential increase with altitude.

The mean ε profile for summer reveals the maximum ε ≈ 170 mW/kg in the altitude
range between 92 and 95 km. This value corresponds to a heating rate of ≈ 15 K/day, which
is also comparable to that of other contributions to the energy budget in the MLT region
(e.g., Lübken, 1993). Minimum and maximum limits of the ε occurrence in summer show
exponential increase with altitude. Turbulence in summer occurs in the narrower altitude
range from 74 to 97 km, with turbulence occurrence rate below 74 km dropping below 10 %.
Strong wind shear events are proposed to be the main source of the turbulence found below
82 km.

When comparing the mean ε profiles for winter and summer obtained using the new
analysis it can be seen that turbulence in summer exhibits higher ε-values above 82 km and
lower below 82 km than turbulence in winter. The maximum mean ε value for summer is
about three times the maximum value for winter. The summer maximum also occurs at a
slightly higher altitude. The mean profiles published by Lübken (1997) for winter and by
Lübken et al. (2002) for summer show a similar altitude dependence, however the differences
between summer and winter were more pronounced.

Summer Flights - new climatologies
Winter Flights - new climatologies

Summer Flights, Lübken 02, Fourier Summer Flights, Lübken 02, Wavelet
Winter Flights, Lübken 97, Fourier Winter Flights, Lübken 97, Wavelet
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Figure 5.22 The comparison of different ε climatologies. In the left panel ε climatologies
obtained by Lübken (1997) and Lübken et al. (2002) (the theoretical εMIN obtained by
Lübken (1993) is marked with dotted line). In the middle panel the ε results obtained
using the new analysis for only the old flights. In the right panel the ε results obtained
using the new analysis for all flights (i.e. new climatologies). Blue lines denote winter
flights, red lines denote summer flights. Heating rates on the top abscissa. On the right
ordinate approximate atmospheric pressure is shown as a vertical coordinate.

The comparison of different ε climatologies is given in Fig. 5.22 with the blue lines for
winter flights and the red lines for summer flights. The left panel shows ε climatologies
obtained by Lübken (1997) and Lübken et al. (2002). The theoretical εMIN obtained by
Lübken (1993) is marked with a dotted line. The middle panel shows the ε results obtained
using the new analysis for only the old flights. The right panel shows the ε results obtained
using the new analysis for all flights (i.e. new climatologies).

Besides turbulence climatologies, extended turbulence statistics are also shown. Turbu-
lence variability as a function of altitude, both in winter and summer, shows a general
tendency for increase of ε-values with altitude, which was already seen in the mean profiles.
Using the variability statistics, however, this trend is quantified for the ε-values in given
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altitude ranges. Statistics for turbulence occurrence rate with altitude for winter and sum-
mer are compared with the occurrence rate of PMWE and PMSE, respectively. It can be
seen that winter turbulence occurs in a broad altitude range. Between 70 and 90 km the
typical occurrence rate lies between 30 and 65 %. Decrease in occurrence rate above 90 km
(turbopause) and below 70 km can be observed. In summer turbulence occurs in a narrower
altitude range with maximum occurrence of up to ≈ 80 % at ≈ 87.5 km, which is above the
maximum altitude for PMSE occurrence found at ≈ 85 km.

Afterwards, statistics for the turbulence layer’s thickness were shown. It can be seen that
most layers exhibit thickness of 100 m (or below since 100 m is the limit coming from the
instrument). To account for the turbulent layer inhomogeneity, statistics after excluding
small scale intermittencies are presented. This statistics can imply that majority of the
turbulent layers are actually thicker than 1 km and exhibit inhomogeneities on order of few
hundreds of meters or below. Results for turbulence layer inhomogeneities and turbulence
layer thickness agree with presented theoretical results, and as well DNS experiments (e.g.,
Fritts et al., 2013b).

5.3. Comparison of the experimental and model results

Summer Flights

Winter Flights
solid - rockets
dashed - model T240, ave(hd+vd, t=3, t=12)
dotted - model, T120, hd1+vd1

Figure 5.23 Comparison of ε mean profiles obtained using the new analysis (solid lines)
with ε profiles obtained with the model with resolutions T = 240 (dashed lines) and T =
120 (dotted lines). Summer profiles are denoted with red color, whereas the winter profiles
are denoted with blue color. On the right ordinate approximate atmospheric pressure is
shown as a vertical coordinate.

In this section the mean ε-profiles obtained using the new analysis are compared with
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ε-profiles obtained with Kühlungsborn Mechanistic Circulation Model (KMCM) (Becker ,
2009). The concept of this mechanistic general circulation model is that it simulates the
gravity wave drag in the upper mesosphere in a self-consistent fashion. The model reproduces
various mean and variable features of the wave-driven general circulation from the boundary
layer to the mesopause region (Becker , 2009). In comparison to many other models, which
derive turbulent diffusion coefficient, K, KMCM derives ε directly, which can be easily
compared with the results obtained from the in-situ rocket measurements.

In Fig. 5.23 mean ε-profiles obtained using the new analysis (solid lines) and ε-profiles
obtained with KMCM with resolutions T = 240 (dashed lines) and T = 120 (dotted lines)
are shown. Summer profiles are plotted in red, whereas winter profiles are plotted in blue.
Profiles obtained with the model exhibit higher ε-values above 82 km in summer than in
winter, which agrees with the experimental results. When comparing summer experimental
and the model results directly, it can be seen that the model slightly underestimates ε-values
below 82 km and slightly overestimates them above 82 km (this is the same for both model’s
resolutions). However, general agreement can be observed. In winter experimental and
model results generally agree above 82 km, whereas below 82 km the model overestimates
ε-values by up to 3 orders of magnitude. Also exponential increase observed in the experi-
mental results is not observed in model results. The differences between the model and new
climatologies, especially below 82 km, may suggest that the model should be revised to fit
the new climatologies, obtained from the larger data set than the previous ones.

In their paper Rapp et al. (2006) noted that the most striking difference between the
model and experimental results is that there are no cases with “zero” dissipation rates, i.e.
very small dissipation rates are much less probable than in the real atmosphere. This “non-
turbulent” altitude bins are shown for experimental results in Fig. 5.19, leftmost column.
They are not shown for model results in the frame of this work. Concerning the inability of
the model to produce a large number of “non-turbulent” altitude bins, we need to consider
that the modeled heating rates are actually average values representative of volumes with
typical dimensions of a few hundred kilometers in the horizontal direction, a few kilometers
in the vertical direction, and about 30 min in time. This needs to be compared to the
measurements which are snapshots in both horizontal and temporal dimensions (i.e., a few
centimeters and 0.1 s of flight-time) and are only averaged over a vertical scale of 100 m.
This means that a single model value should actually be considered representative of the
mean of a few thousand “real” values. Hence, if e.g., 70% of these values are zero and 30%
do show significant heating rates (the actual numbers are 65 % of non-turbulent bins for
winter and 78 % for summer), then the average of thousands of values should actually be
non-zero - as seen in the model. Hence, the missing zero heating rates in the model are
not necessarily in contradiction to our observations but can likely be explained by the very
different sampling statistics of observations and model.
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Chapter 6.

Summary and outlook

6.1. Summary

The main topic of this thesis was to investigate turbulence in the MLT region, particularly
its role in creating mesospheric inversion layers. Up to now, the only available statistical
analysis of turbulence measurements in the MLT region were the works of Lübken (1997)
and Lübken et al. (2002), where ε-climatologies for winter and summer were presented based
on the set of 20 sounding rocket flights. These authors used Fourier turbulence analysis
technique with 1 km vertical resolution. In this thesis new analysis is presented, based
on the wavelet analysis technique developed by Strelnikov (2006), with increased vertical
resolution of 100 m. This new analysis, with database extended to 35 flights, is referred here
as the New Statistical Turbulence Analysis, or simply the new analysis. Vertical resolution of
1 km is good enough for quantitative description of turbulence in the mesosphere, however
theoretical studies, e.g., by Weinstock (1978) and Hocking (1999), and direct numerical
simulations made by Fritts et al. (2003, 2009a, 2013a,b), show that turbulence generation is
intermittent, and turbulence in the mesosphere exhibits inhomogeneity on the order down to
tens of meters. These scales cannot be investigated in sufficient details with Fourier analysis
technique. Also it was shown in the frame of this thesis that Fourier technique is “blind”
to thin turbulent layers (i.e. significantly thinner than 1 km). Another thing that has to
be accounted for, is that measurements with 1 km resolution will smooth the high ε-values
obtained on the smaller (i.e. 100 m) scales. High enough ε-values, that are suggested to
create phenomena of MIL (Liu et al., 2000), will not be detected by Fourier technique.

The new analysis introduced several improvements to the turbulence derivation technique.
The turbulence dissipation rate, ε, is obtained by fitting theoretical model to the spectrum
obtained after wavelet transform of the residuals of neutral density fluctuations measured
during a rocket flight. Since the new data set is very extensive (35 flights in the altitude
range from 60 to 100 km divided into 100 m altitude bins gives more than 10000 individual
spectra to analyze) automatization of the fitting process and derivation of ε-values from
the fit was made. The whole procedure of deriving turbulence parameters, including the
new analysis, is presented in Chap. 4. Therein procedures of automatically setting fitting
ranges, derivation of ε measurements error based on weights, εERR, and set of criteria to
distinguish between turbulent and non-turbulent spectra are given. Procedures listed above
were newly developed in the frame of this thesis. Also, using signal consisting of turbulent
and non-turbulent parts the ability of the new analysis to detect turbulence layers was
demonstrated. In particular it was shown, that the analysis detects the turbulence in the
turbulent part of the signal with appropriate ε value, and does not detect turbulence in the
adjacent, non-turbulent part of the signal.

In Chap. 5 geophysical results are shown. First results obtained during ECOMA09 flight
conducted on 19th December 2010 in ARR are given, where a MIL with accompanying strong
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turbulence was detected and investigated. As it was already mentioned turbulence can be
involved in the creation of MIL. Specifically Liu et al. (2000) suggested that the strong
turbulence with heating rates exhibiting ≈ 240 K/day can create MIL even in the absence of
gravity waves and tides activity. This high ε-values were measured during ECOMA09 rocket
flight, and are compared with temperature measurements made in the same volume. The
comparison shows that the maximum for the turbulence dissipation rate, ε, and temperature
exhibit in the same altitude range. Further investigations were conducted, using lidars, radar
and satellite. It was shown that this strong turbulence was at least significantly amplifying
MIL, and was possibly the only mechanism responsible for this MIL creation. It must again
be stressed that only by using in-situ measurements and spectral analysis with high enough
vertical resolution (wavelet analysis in our case) was it possible to detect such a high ε-values,
and they were never observed with the Fourier analysis technique during winter period.

Afterwards the turbulence results obtained using the new analysis are presented. First
the mean ε profiles obtained using the new analysis from only the old flights are shown and
compared with the mean ε profiles obtained by Lübken (1997) and Lübken et al. (2002).
General agreement exists, with the differences being discussed in Subsec. 5.2.2. The main
differences between the results obtained using the old and new analysis is existence of tur-
bulence layers in summer below 82 km, existence of turbulence inhomogeneities on scales of
below 1 km, and as well the clear exponential increase of winter ε profile with altitude until
the turbopause. Then the ε-climatologies obtained using the new analysis are presented for
winter and summer periods.

The new mean profile for winter is raising exponentially from 60 to 89 km. The maximum
ε ≈ 100 mW/kg is obtained for the altitude range between 89 and 91 km. This value
corresponds to a heating rate of ≈ 10 K/day. Above 91 km the mean ε profile is gradually
decreasing. The new mean profile for summer exhibits maximum ε ≈ 200 mW/kg obtained
for the altitude range between 92 and 95 km. This value corresponds to a heating rates of
≈ 20 K/day. Maximum mean heating rates, both for winter and summer, are of magnitude
comparable to that of other contribution to the energy budget in the MLT region (e.g.,
Lübken, 1993). Turbulence in summer exhibits in the narrow altitude range from 74 to
97 km, with turbulence occurrence rate below 74 km dropping below 10 %. As already
mentioned, several thin turbulence layers were observed using the new analysis below 82 km,
which were not observed by Lübken et al. (2002).

This work also presents extended turbulence statistics in addition to the turbulence cli-
matologies. These extended statistics are helpful for investigating various phenomena in the
MLT region. From the variability of individual ε-values with altitude a general tendency for
exponential increase can be seen. Turbulence occurrence rate statistics are presented and
compared with PMSE and PMWE occurrence rate. In the summer turbulence exhibits in
the narrower altitude range from 74 to 97 km with the maximal occurrence of up to ≈ 80 %
exhibiting ≈ 87.5 km, which is above the maximum altitude for PMSE occurrence found at
≈ 85 km. Work of Rapp and Lübken (2004) shows similar dependence. The PMWE occur
only from 50 to 80 km, whereas the turbulence in winter occurs in broader altitude range.
The mechanism of creation of PMWE is still an open question (Rapp et al., 2011). The
presented turbulence occurrence rate can help to understand the phenomena of PMWE in
more detail.

Afterwards the statistics for turbulence thickness were shown, for individual turbulence
layers and for the layers with small scale intermittencies excluded. These statistics imply
that turbulence in the mesosphere is intermittent, and exhibits in thicker layers, which are
often separated by regions which are either only weakly turbulent or even laminar. This
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agrees with theoretical results, and DNS experiments (e.g., Fritts et al., 2013b).
Finally comparison of ε mean profiles obtained using the new analysis with the ε profiles

obtained with KMCM model is conducted. The main difference was the fact that the model
does not yield a large part of samples with no turbulence at all, as it was already noticed by
Rapp et al. (2006). It appears most likely that the very different sampling statistics of model
and observations create this difference. This issue will require our attention in the future.
Also, comparison between the ε/Nθ values obtained experimentally and from theoretical
considerations is presented in App. E. Buoyancy frequency, N , climatologies obtained from
the available rocket data for winter and summer are presented in App. F.

Taking all these results together we summarize the new significant findings of this thesis
as follows:

� the new analysis was developed, the new features included in this analysis are:

– automatization of the fitting process, with fitting ranges based on the noise level

– new error treatment based on weights

– set of criteria to distinguish between turbulent and non-turbulent spectra

The functionality of this technique was approved on synthetic signal

� MIL with accompanying strong turbulence (above 240 K/day) was detected and inves-
tigated. In particular it was shown, that the turbulence was involved in the formation
of MIL, or even was the only mechanism of MIL creation

� new ε-climatologies for winter and summer were presented, winter climatology shows
exponential increase with an altitude which was not observed before

� it was shown that wavelet technique is able to discover turbulent layers thinner than
1 km and is able to investigate turbulence inhomogeneity on the scales of a few hundreds
of meters

� several thin turbulent layers were discovered in summer below 82 km

� extensive set of statistics for the MLT region’s turbulence was shown, including tur-
bulence variability with altitude, turbulence occurrence rate, and turbulence layer’s
thickness

6.2. Outlook

Results presented in this thesis motivate us for further investigations. The next short term
plan that naturally arises from the presented studies is to compare MILs with accompanying
turbulence obtained using the new analysis for individual flights (additional tidal and gravity
wave analysis, where available, can help to distinguish the origin of the observed MIL events).
Also comparison of turbulence statistics with PMSE and PMWE can be conducted more
extensively. The forthcoming sounding rocket project PMWE is aimed to investigate the
PMWE phenomenon and the role of turbulence in its creation in more detail.

The next open question is turbulence inhomogeneity. More theoretical investigations and
more detailed insight into available data can help here, as well as development of new mea-
surement/analysis technique with higher vertical resolution.

The open question about turbulence that can also be addressed in the future is that of its
three dimensional structure. The WADIS 1 campaign was the first rocket campaign where
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turbulence parameters were measured on both upleg and downleg of the flight and revealed
significant differences. The next step is the forthcoming sounding rocket campaign TURB3D,
where three ionization gauges for each payload will be used, which can help to address this
problem in more detail. MAARSY radar 3D observation can be helpful for observation of
time development of the turbulence.

Finally, although many of sounding rocket campaigns investigating the MLT region’s tur-
bulence were conducted at polar latitudes, up to now only one successful measurement was
conducted at equatorial latitudes. This measurement using CONE instrument was conducted
during NASA EQUIS II campaign conducted at Kwajalein Atoll, Marshall Islands (8oN).
Interestingly, during this flight also a strong MIL event was also detected and compared
with accompanying turbulence (Lehmacher et al., 2006). To obtain the statistical picture of
turbulence at equatorial latitudes in the MLT region more flights should be conducted there
using CONE ionization gauge, or new generation ionization gauges developed for TURB3D
campaign.
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Appendix A.

Flights list

In Tab. A.1 on the next page a list of all the flights conducted between 1990 and 2014 is given.
Information included in columns from left to right: flight label, campaign name, used gauge
(see Sec. C), date of flight (with labels W for the winter period and S for the summer period),
if temperature measurements from this flight are available (with * the upleg of WADIS 1
flight that was not included into buoyancy frequency climatology is denoted), and used PCM
format (see Sec. B). The flights labeled NBT05, NAT13 and PHOCUS were conducted in
Esrange, Sweden (68oN), all the other flights were conducted in ARR, Norway (69oN). For
all the flights the measurements using CONE/TOTAL sensors were conducted during the
downleg of flight, only during WADIS 1 campaign the measurements were conducted both
during up- and downleg of flight. In his paper Lübken (1997) made turbulence dissipation
rate, ε, climatologies for winter period using flights from DYANA and METAL campaigns
(12 flights in total). Likewise, in Lübken et al. (2002) summer ε climatologies were published
using flights from campaigns NLC91, SCALE, ECHO and MIDAS/DROPPS (8 flights in
total). It should be noted that during MaCWAVE/MIDAS campaign very specific conditions
exhibited of extreme temperature and wind gradients near the summer mesopause (e.g., Rapp
et al., 2004; Fritts et al., 2004; Becker et al., 2004).
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Table A.1 List of all the flights conducted between 1990 and 2014. Information included
in columns from left to right: flight label, campaign name, used gauge, date of flight, if
temperature measurements from this flight are available, used PCM format.

Flight Campaign Gauge Date Temp. Data PCM format

DAT13 DYANA TOTAL 22/01/1990 (W) yes OLD
DAT50 DYANA TOTAL 25/02/1990 (W) yes OLD
DAT62 DYANA TOTAL 06/03/1990 (W) yes OLD
DAT73 DYANA TOTAL 08/03/1990 (W) yes OLD
DAT76 DYANA TOTAL 09/03/1990 (W) no OLD
DAT84 DYANA TOTAL 11/03/1990 (W) no OLD
NBT05 NLC91 (salvo B) TOTAL 01/08/1991 (S) yes OLD
NAT13 NLC91 (salvo A) TOTAL 09/08/1991 (S) yes OLD
LT01 METAL TOTAL 17/09/1991 (W) yes OLD
LT06 METAL TOTAL 20/09/1991 (W) yes OLD
LI09 METAL TOTAL 20/09/1991 (W) yes OLD
LT13 METAL TOTAL 30/09/1991 (W) yes OLD
LT17 METAL TOTAL 03/10/1991 (W) yes OLD
LT21 METAL TOTAL 03/10/1991 (W) yes OLD
SCT03 SCALE CONE 28/07/1993 (S) yes OLD
SCT06 SCALE CONE 01/08/1993 (S) yes OLD
ECT02 ECHO CONE 28/07/1994 (S) yes OLD
ECT07 ECHO CONE 31/07/1994 (S) yes OLD
ECT12 ECHO CONE 12/08/1994 (S) yes OLD
MDMI05 MIDAS/DROPPS CONE 06/07/1999 (S) no OLD

MSMI03 MIDAS/SPRING CONE 06/05/2000 (W) yes NEW
MSMI05 MIDAS/SPRING CONE 15/05/2000 (S) yes NEW
SOMI05 MIDAS/SOLSTICE CONE 17/06/2001 (S) yes NEW
SOMI11 MIDAS/SOLSTICE CONE 24/06/2001 (S) yes NEW
MMMI12 MIDAS/MACWAVE CONE 02/07/2002 (S) yes NEW
MMMI24 MIDAS/MACWAVE CONE 05/07/2002 (S) no NEW
MMMI25 MIDAS/MACWAVE CONE 05/07/2002 (S) yes NEW
ECOMA01 ECOMA2006 CONE 08/09/2006 (W) yes NEW
ECOMA02 ECOMA2006 CONE 17/09/2006 (W) yes NEW
ECOMA03 ECOMA2007 CONE 03/08/2007 (S) yes NEW
ECOMA04 ECOMA2008 CONE 30/06/2008 (S) yes NEW
ECOMA06 ECOMA2008 CONE 12/06/2008 (S) yes NEW
ECOMA09 ECOMA2010 CONE 19/12/2010 (W) yes NEW
PHOCUS PHOCUS CONE 21/07/2011 (S) yes NEW

WADIS1-up WADIS I CONE 27/06/2013 (S) yes WADIS
WADIS1-down WADIS I CONE 27/06/2013 (S) yes* WADIS
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Appendix B.

PCM formats description

In this section PCM formats used for telemetry during sounding rocket campaigns (see
Tab. A.1 in App. A) are described. The PCM format used until MIDAS/DROPPS campign
is labeled as the old format, PCM format used starting from MIDAS/SPRING campaign
until WADIS 1 campaign is labeled as the new format. For WADIS 1 campaign new PCM
format was modified and is labeled here as the WADIS format. For each PCM format
tables with the main frame channel assignments and housekeeping assignments are given.
Additionally for the old format the division of bits inside of ElectroMeter Mantissa (EMM)
and ElectroMeter Range (EMR) words are given. For each format its bit rate, words per
frame and frames per format values are given. The main difference between the old and new
formats, beside the change in assignment of words inside of the frame, is the bit rate and
size of the cell where EMM is saved. Old format was using 13 bits for this purpose, which
gives 213 = 8192 possibilities of different EMM values. The new and WADIS formats are
using 16 bits which gives 216 = 65536 possibilities of different EMM values. This gives the
possibility for the higher EMM measurements accuracy, assuming that there are no other
restrictions, like sensor sensitivity etc. (i.e. assuming sufficiently high sensor sensitivity,
with the new and WADIS PCM formats one can get more accurate EMM values than with
the old format). This improvement of EMM accuracy was possible with improvement of
telemetry bandwidth.

B.1. Old PCM Format

� Bit rate: 312.50 kbits/s

� 8 bit words/frame: 32

� Frames/format: 32
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Table B.1 Main frame channel assignments used in the old PCM format

Word Assignment Commutation

00 Sync Word (11101011) (EB) 1:1
01 Sync Word (10010000) (90) 1:1
02 Frame Counter/Events 1:1
03 ElectroMeter Range (EMR)/EMM 4:1
04 ElectroMeter Mantissa (EMM) 4:1
11 ElectroMeter Range (EMR)/EMM 4:1
12 ElectroMeter Mantissa (EMM) 4:1
16 Format Counter MSB 1:1
17 Format Counter LSB 1:1
19 ElectroMeter Range (EMR)/EMM 4:1
20 ElectroMeter Mantissa (EMM) 4:1
27 ElectroMeter Range (EMR)/EMM 4:1
28 ElectroMeter Mantissa (EMM) 4:1
29 HouseKeeping Data (HKD) 1:16

Table B.2 Housekeeping assignments used in the old PCM format

Frame Assignment

00 Battery Voltage (+28 V)
01 Total Current
02 Emmision Current (IEM)
03 IGP voltage
04 IGP current
05 Temperature Sensor
06 Temperature Electronics 1
07 Temperature Electronics 2
08 Internal Voltage (+5 V)
09 Total Current
10 Emmision Current (IEM)
11 Internal Voltage (+10 V)
12 Internal Voltage (+15 V)
13 Internal Voltage (+100 V)
14 Internal Voltage (-10 V)
15 Internal Voltage (-15 V)

Table B.3 ElectroMeter Mantissa (EMM) and ElectroMeter Range (EMR) words division
used in the old PCM format

Words 3/11/19/27 EMR EMR EMR EMM EMM EMM EMM EMM

Words 4/12/20/28 EMM EMM EMM EMM EMM EMM EMM EMM
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B.2. New PCM format

� Bit rate: 833.00 kbits/s

� 8 bit words/frame: 96

� Frames/format: 64

Table B.4 Main frame channel assignments used in the new PCM format

Word Assignment Commutation

00 Sync Word (11101011) (EB) 1:1
01 Sync Word (10010000) (90) 1:1
02 Frame Counter/Events 1:1
04 ElectroMeter Mantissa (EMM) MSB 3:1
05 ElectroMeter Mantissa (EMM) LSB 3:1
06 ElectroMeter Range (EMR) 3:1
07 HouseKeeping Data (HKD) 1:16
08 Emission Current (IEM) MSB 3:1
09 Emission Current (IEM) LSB 3:1
34 Format Counter MSB 1:1
35 Format Counter LSB 1:1
36 ElectroMeter Mantissa (EMM) MSB 3:1
37 ElectroMeter Mantissa (EMM) LSB 3:1
38 ElectroMeter Range (EMR) 3:1
39 HouseKeeping Data (HKD) 1:16
40 Emission Current (IEM) MSB 3:1
41 Emission Current (IEM) LSB 3:1
64 Timer 1:1
65 Timer 1:1
68 ElectroMeter Mantissa (EMM) MSB 3:1
69 ElectroMeter Mantissa (EMM) LSB 3:1
70 ElectroMeter Range (EMR) 3:1
71 HouseKeeping Data (HKD) 1:16
72 Emission Current (IEM) MSB 3:1
73 Emission Current (IEM) LSB 3:1
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Table B.5 Housekeeping assignments used in the new PCM format

Frame Assignment

00 Battery Voltage (+28 V)
01 Total Current
02 IGP voltage
03 IGP current
04 Internal Voltage (+5 V)
05 Internal Voltage (+12 V)
06 Internal Voltage (+15 V)
07 Internal Voltage (-12 V)
08 Internal Voltage (-15 V)
09 Anode Voltage
10 Offset Voltage
11 Shield Voltage
12 Temperature 1
13 Temperature 2
14 Temperature 3
15 Temperature 4

B.3. Wadis PCM format

� Bit rate: 3333.33 kbits/s

� 8 bit words/frame: 29

� Frames/format: 64
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Table B.6 Main frame channel assignments used in the WADIS PCM format.

Word Assignment Commutation

00 Sync Word (11101011) (EB) 1:1
01 Sync Word (10010000) (90) 1:1
05 Frame Counter 1:1
06 Frame Counter 1:1
07 Frame Counter 1:1
08 Frame Counter 1:1
09 ElectroMeter Mantissa (EMM) MSB 3:1
10 ElectroMeter Mantissa (EMM) LSB 3:1
11 ElectroMeter Range (EMR) 3:1
12 HouseKeeping Address/Frame Cnt 1:16
13 Emission Current (IEM) MSB 3:1
14 Emission Current (IEM) LSB 3:1
15 ElectroMeter Mantissa (EMM) MSB 3:1
16 ElectroMeter Mantissa (EMM) LSB 3:1
17 ElectroMeter Range (EMR) 3:1
18 Empty
19 Emission Current (IEM) MSB 3:1
20 Emission Current (IEM) LSB 3:1
21 ElectroMeter Mantissa (EMM) MSB 3:1
22 ElectroMeter Mantissa (EMM) LSB 3:1
23 ElectroMeter Range (EMR) 3:1
24 HouseKeeping Data (HKD) 1:16
25 Emission Current (IEM) MSB 3:1
26 Emission Current (IEM) LSB 3:1

Table B.7 Housekeeping assignments used in the WADIS PCM format

Frame Assignment

00 Temperature 4
01 Battery Voltage (+28 V)
02 Total Current
03 IGP voltage
04 IGP current
05 Internal Voltage (+5 V)
06 Internal Voltage (+12 V)
07 Internal Voltage (+15 V)
08 Internal Voltage (-12 V)
09 Internal Voltage (-15 V)
10 Anode Voltage
11 Offset Voltage
12 Shield Voltage
13 Temperature 1
14 Temperature 2
15 Temperature 3
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Appendix C.

The ionization gauges TOTAL and CONE

There are some obvious requirements for the instruments operating onboard the sounding
rockets. One is that the time constant of the instrument must be small enough to allow a
good altitude resolution. Usually, a sounding rocket passes through the mesosphere with a
velocity of about 1000 m/s. This means that one need a time resolution of 1 ms in order to
measure with 1 m altitude resolution.

Since 1990 sounding rocket campaigns were conducted with use of TOTAL (as it measures
total densities) and improved version of TOTAL, the CONE (COmbined sensor for Neutral
and Electrons) sensors to investigate neutral air turbulence, and as well neutral densities and
temperatures in the MLT region. These sensors were mounted in the rear of the payload so
that they look along the rocket velocity vector during downleg. During WADIS 1 campaign
CONE sensor was mounted both in the rear and in the front of the payload. A list of
all sounding rocket campaigns conducted in polar latitudes with use of TOTAL or CONE
sensors is given in App. A.

Figure C.1 Schematic of the TOTAL instrument.

Both TOTAL and CONE are ionization gauges optimized for a pressure range between
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10−5 and 1 mbar., thus suitable to investigate turbulence at atmospheric altitudes between
60 and 100 km. The main difference between the two ionization gauges is their geometrical
design. TOTAL was a ’closed’ gauge where the triode system was placed inside a cylindrical
tube (Hillert et al., 1994). A schematic picture of TOTAL sensor and part of the TOTAL
rocket section is presented in Fig. C.1. Ambient air molecules can enter the gauge only
through a small orifice which is covered by the entrance grid. Having passed the shielding
grid, which in addition protects the ionization gauge from the disturbing influence of atmo-
spheric plasma, the molecules first hits the baffle. This is mounted in such a way that at
least two collisions with the walls of the accommodation chamber have to take place before
the molecules can enter the gauge itself. The major drawbacks of such a design is relatively
large time constant of ≈ 5 ms limiting spatial resolution of the gauge to 5 m for a rocket
velocity of 1000 m/s (Hillert et al., 1994).

cathode +10V

ion collector 0V

anode +85V

screening -15V

collector +6V

I(t) ~ Local Neutrals Density

Figure C.2 Schematic and photo of the CONE instrument.

To improve the time constant of the system, a new ionization gauge, namely CONE, was
developed, realizing an ’open design’ (Giebeler et al., 1993). The CONE is a combination of
an ionization gauge and a fixed biased Langmuir probe. A schematic of the CONE instrument
is shown in Fig. C.2. Briefly, this instrument functions as follows. The outermost grid of the
CONE instrument is positively biased: therefore, it attracts negatively charged atmospheric
constituents. Obviously, this grid also works as a shield for positive ions. The next grid is
negatively biased, and hence, it shields the ionization gauge against the rest of the ambient
plasma. The innermost cathode, ion collecting electrode, and anode form the ionization
gauge itself.

The outermost grid of CONE (electron collector) and the inner grid of the ionization
gauge (ion collector) are connected to sensitive electrometers. Thus, the currents measured
by them are proportional to the number of the collected elements: i.e., to the local electron
and neutral number density, respectively.

The time constant of both the electron and neutral density measurements is less than
1 ms. For a typical rocket flight this implies an altitude resolution of tens of centimeters.
The precision of the measurements with the CONE instrument is better than 0.1 %.

The high precision and small time constant of both TOTAL and CONE instruments make
it possible to detect small-scale neutral density fluctuations that arise due to processes like
neutral air turbulence (Lübken et al., 2002).
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The technical parameters of TOTAL and CONE sensors are given in Tab. C.1.

Table C.1 Technical data of the TOTAL and CONE ionization gauges (after Rapp, 1999)

TOTAL CONE

Cathode 0.1 × 1.0 mm, Uc = +10 V ⊘6.0 mm, Uc = +10 V
Ion collector ⊘6.6 mm, Uic = 0 V ⊘20.0 mm, Uic = 0 V

Anode ⊘14.5 mm, Ua = +100 V ⊘30.0 mm, Ua = +85 V
Emission current 16 µA 14 µA

Vacuum meter constant 0.4 mbar−1 1.5 mbar−1

Time constant @ 10−2 mbar) 4.5 ms 0.3 ms
altitude resolution @ vR = 1000 m/s ≈ 4.5 m ≈ 0.3 m

C.1. Background parameters

For the derivation of the turbulent parameters one need to know the atmospheric temper-
ature, T , and density, ρ, measured in the same volume. These parameters, however, must
not include small-scale variation but must be smoothed over spatial distance of the size of
largest eddy. These mean values are called the background parameters, also referred to as
the background atmosphere. For background temperatures and densities the smoothed alti-
tude profiles are used, derived either from the TOTAL or CONE measurements. Making use
of an absolute laboratory calibration for the CONE/TOTAL instrument allows to derive an
absolute neutral air density altitude profile (Lübken, 1993; Rapp et al., 2001). Also, because
of the disturbed density field due to the shock front, for the absolute density derivation
aerodynamical calculations must be used to correct the measurements (so called RAM fac-
tor Rapp et al., 2001). This, however, does not affect the measurements of the small-scale
density fluctuations, which are used in the turbulence detection technique. Afterwards, the
altitude profile of neutral number densities is integrated assuming hydrostatic equilibrium
to yield a temperature profile at ∼200 m altitude resolution and an accuracy of ∼3 K (Rapp
et al., 2001, 2002).
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Appendix D.

Analysis techniques

In this appendix a description of the Fourier analysis technique based on the Fourier spectral
analysis and wavelet analysis technique based on the wavelet spectral analysis are described.
This is copied from the work of Strelnikov (2006), with minor changes made by the author.

D.1. Fourier

Fourier technique to analyze neutral air density fluctuations with respect to turbulence has
been described in detail in Lübken (1992, 1993); Lübken et al. (1993); Lübken (1997). Here
this technique is shortly summarized. The procedure of applying Fourier analysis to rocket
data is similar to the one used in the New Statistical Turbulence Analysis which uses wavelet
analysis technique and is described in Chap. 4.

Using rocket trajectory, the measured currents are subdivided into altitude bins, typically
of 1−5 km extent. Then the residuals, r(t), for each altitude bin are derived. The Fourier
power spectrum of the derived residuals, r(t), applying the Hanning-windowed Fast Fourier
Transform (FFT) is then calculated. The power spectrum is normalized to yield the variance,
σ, of the observed relative fluctuations:

∫

∞

−∞

W (w)dw = σ2 (D.1)

Subsequently, the power spectrum of each bin is fitted by a spectral turbulence model (e.g.,
Heisenberg , 1948), where the main free fitting parameter is the turbulent energy dissipation
rate, ε:

W(2πf ) =
Γ(5/3) sin(π/3)

2πvR
a2
Nϑ

ε1/3
fa

(2πf/vR)−5/3

(

1 +
[

(

2πf/vR
)

/
(

2 · 9.90π
(

ν3/ε
)1/4)

]8/3)2
(D.2)

The final result of Fourier technique is an ε-profile with a typical altitude resolution of
1 km.

D.2. Wavelet

In contrast to the Fourier analysis, which decomposes time series into a sum of the infinite in-
time harmonic functions, namely sine and cosine, the wavelet analysis decomposes the signal
into the time-frequency domain, also referred to as the phase space (e.g., Holschneider , 1993).
That is, it allows the detection of the time intervals where detected frequencies appear in the
time series. For the description of the basic principles, mathematical details, and different
applications of the wavelet analysis the reader is referred to the numerous and continuously
appearing publications and Web resources. Some of them are cited in this Appendix.
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D.2.1. Wavelet analysis: Definitions

The wavelet transform of a time series x(t) is defined as (e.g., Daubechies, 1992; Kumar and
Foufoula-Georgiou, 1997):

(Wx)(τ, s) =

∫

x(t) ψ∗

τ,s(t) dt (D.3)

The function ψ is called ”mother wavelet” (equally ”wavelet function”) and ∗ indicates
the complex conjugate. Each function from the family

ψτ,s(t) =
1√
s
ψ

(

− t− τ

s

)

(D.4)

is called ”daughter wavelet,” where τ and s are parameters.
To be a wavelet, a function ψ(t) must be well localized in both time and frequency space

(e.g., Daubechies, 1992; Lewalle, 1995; Farge et al., 1999): That is, it must have a finite
energy and zero mean. The latter condition is also known as admissibility condition:

∫

∞

−∞

ψ(t)dt = 0 (D.5)

There are many different wavelet functions, but generally they can be divided into orthog-
onal and nonorthogonal (e.g., Daubechies, 1992; Lewalle, 1995; Torrence and Compo, 1998).
There are two sorts of the wavelet transform: continuous and discrete (e.g., Daubechies,
1992; Lewalle, 1995; Torrence and Compo, 1998). In the continuous case parameters s and τ
can change continuously. In the discrete wavelet transform s and τ can only take on discrete
values. Each wavelet function is only applicable either for the continuous (nonorthogonal)
or discrete (orthogonal) analysis algorithm. One can also try to construct a new wavelet
that can be more suitable for the particular problem (e.g., Sweldens and Schröder , 1996).

Here only the Morlet wavelet function is futher considered. It is defined as (Grossmann
and Morlet , 1984)

ψ(η) =
4

√

1

π
exp

(

iω0η

)

exp

(

− η2

2

)

, η =
t− τ

s
(D.6)

where ω0 is a non-dimensional frequency parameter of the wavelet function and η is a non-
dimensional time parameter. The Morlet wavelet is a nonorthogonal complex-valued function
and. Therefore, we only consider the continuous wavelet transform here.

The Morlet wavelet consists of a plane wave modulated by a Gaussian envelope of width
ω0/π (Lewalle et al., 2005). The envelope factor ω0 controls the number of oscillations of
the wavelet (the higher ω0-value, the more oscillations). Fig. D.1 shows an example of two
Morlet wavelets with ω0 = 6 (left panel) and ω0 = 12 (right panel), and η is arbitrary but
the same for both cases. The upper panel shows these functions in the time space: the solid
line displays the real part, and the dashed line displays the imaginary part. The lower panel
shows the same functions in the frequency space.

One sees that the higher order Morlet function (larger ω0-value) has larger time and smaller
frequency support (or the widths σt and σω). This is the direct consequence of Heisenberg’s
uncertainty principle, which can be written as:

σtσω = σt 2πσf ≥ 1

2
(D.7)
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Figure D.1 Upper panel: Real (solid line) and imaginary part (dashed line) of a Morlet
wavelet in the time space with ω0=6 (left) and ω0=12 (right). Lower panel: The same
wavelet functions in the Fourier space. Dashed lines mark the width of the function, which
is denoted by σt and σω for the time and frequency space, respectively (after Strelnikov ,
2006).

where σt and σω are the width of the wavelet function in time (time support) and frequency
space (frequency support), respectively.

By changing parameter τ of a wavelet function ψτ,s, one changes the time localization of
the wavelet:

ψτ,s(t)

∣

∣

∣

∣

∣

s=const

=
1√
s
ψ

(

− t− τ

s

)

, τ = τ1, τ2, ... (D.8)

This operation is called translation of the mother wavelet. Each function ψτ,s(t) is localized
around the time point t = τ . Changing parameter τ , one shifts the localization point of the
function ψτ,s(t) along the time axis t (translates). The translation of the Morlet-12 wavelet
is demonstrated in Fig. D.2, where the upper panel shows the signal to be analyzed in the
time space. The lower panels show two translated versions of the wavelet function in the
same (as for the signal) time domain. The wavelet function must have the same number of
points as the investigated signal, but its energy is concentrated around the time point t = τ .

Changing parameter s, also called wavelet scale, one changes the frequency of the function:

ψτ,s(t)

∣

∣

∣

∣

∣

τ=const

=
1√
s
ψ

(

− t− τ

s

)

, s = s1, s2, ... (D.9)

This operation is called scaling of the mother wavelet. Large values of the scaling parameter
s correspond to the low frequencies or the large scales of the function ψτ,s. Small s-values
correspond to the high frequencies or the small scales of ψτ,s. Fig. D.3 demonstrates the
scaling of the Morlet wavelet function. The left panels in Fig. D.3 show the Morlet-12 wavelet
(ω0=12) at the scale s1, which corresponds to the frequency of 4 Hz. The right panels in
Fig. D.3 show the same Morlet-12 wavelet but at the scale s2 > s1, which corresponds to
the frequency of 2 Hz.
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Figure D.2 Translation of the wavelet function. The upper panel shows the signal to be
analyzed. The lower panels show two translated Morlet-12 wavelet functions at a fixed
scale (after Strelnikov , 2006).

Figure D.3 Scaling of the wavelet function. Upper plots show the Morlet-12 wavelet
function (complex valued) in the time domain. The solid line is the real part, and the
dashed line is the imaginary part. The lower plots show the same functions in the Fourier
domain. Left panel: The scale of the Morlet function corresponds to the frequency of
4 Hz. Right panel: The scale of the Morlet function corresponds to the frequency of 2 Hz.
The larger scales correspond to the lower frequency (after Strelnikov , 2006).

Simply speaking, the wavelet transform correlates the signal with the wavelet function in
the following sequence:

1. Moving the wavelet of a fixed scale (frequency) along the time axis (translation) find
the time regions where the correlation is high.

2. Change the scale (frequency) of the wavelet function (scaling).

3. Repeat the steps 1 and 2 until we fill up the scale (frequency) range we are interested
in.

Properties of wavelet analysis are described in Strelnikov (2006). The comparison of
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Fourier and wavelet technique is also conducted therein. In summary, among the other
advantages of the wavelet technique, the most important is the frequency-dependent time
resolution of the analysis. Applied to the turbulence analysis, it means that in time the
wavelet analysis resolves the small scales (high frequencies) better than the large scales.
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Appendix E.

Experimental relation between turbulence
dissipation rate and variability dissipation
rate

Figure E.1 Histogram of ε/Nθ values is given as green bars. The black line is a fitted
Gaussian.

It is interesting to compare the ε and Nθ values obtained using the new analysis. Theo-
retical relation between turbulence dissipation rate ε and variability dissipation rate Nθ was
derived in Sec. 2.7 to be:

ε ∈ (104 : ·107) ·Nθ (E.1)

This derivation was made by substituting different constants/parameters values available
in the literature to Eq. 2.17. Here, the dependence derived using experimental values of ε
and Nθ obtained using the new analysis is derived and presented. In Fig. E.1. As green
bars a histogram of measured ε/Nθ values is shown. As a black line Gaussian function with
µ ≈ 106 and σ ≈ (105 : 107) is fitted in the log scale. It can be seen that ε/Nθ values exhibit
in the range from 102 to 109 with majority (≈ 80%) exhibiting in the obtained theoretical
range from 104 to 107. Unfortunately this results cannot help us to narrow the values of the
constants used in Eq. 2.17, but they do confirm that the theoretical assumptions used for
derivation of these constants were valid.
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variability dissipation rate
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Appendix F.

Buoyancy frequency climatology from
rocket temperature data

Red Dashed - Lübken 99 Summer
Red Solid

JGR FS
- Rockets Summer

Blue Dashed - Lübken 99
Solid

JGR FS Winter
Blue - Rockets Winter

Figure F.1 Buoyancy frequency obtained by Lübken (1999) from falling sphere measure-
ments (dashed lines) and in the frame of this work from the rocket measurements (solid
lines) for winter and summer (blue and red lines respectively).

Finally, since the CONE instrument measures, besides the turbulence parameters, also
temperature and density, it is interesting to use these data to derive buoyancy frequency, N ,
profiles for winter and summer. Buoyancy frequency, N , can be determined using following
equation:

N =

√

√

√

√

(

dT

dz
+

g

CP

)

· g
T

(F.1)

in which g is the acceleration due to gravity and CP is the specific heat of dry air at constant
pressure.
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In the frame of this work the buoyancy frequency mean profiles for winter and summer
were obtained using temperature data for winter (14 flights) and summer (15 flights). The
flights used for this statistics are given in App. A. These are the flights in which successful
temperature measurements were conducted. In Fig. F.1 the mean N profiles are shown
as solid lines with blue color for winter and red color for summer. For comparison results
obtained by Lübken (1999) using falling sphere measurements are shown with dashed lines
with the same color labeling. The profiles for summer show general agreement. In winter, the
N values obtained using the falling sphere experiments increase with altitude. The profile
obtained using the rocket data, however, do not change significantly with altitude. It has
to be taken into account that the falling sphere experiments were conducted only between
April and September, whereas the rocket flights were conducted all year long. Therefore
the mean winter profile from falling sphere measurements shown in Fig. F.1 is obtained as
a mean from months of April until middle of May, and middle of August until middle of
October, whereas the mean winter profile from rocket measurements is obtained from all
the flights conducted between middle of August and middle of May. Also for Lübken (1999)
climatologies a larger number of 89 falling sphere experiments were available. The smallest
scales detected by the falling sphere experiments are typically 8, 3, and 0.8 km at 85, 60, and
40 km, respectively. The rocket temperature measurements have higher altitude resolution
of 200 m (App. C). Also rocket temperature measurements are conducted in the 70 - 110 km
altitude range, whereas the falling sphere experiments in 35 -95 km altitude range.

The N results obtained from the rocket measurements do agree with the results obtained
by Hall et al. (2007) for Svalbard (78 o N). They obtained values only for the altitude of
90 km. For the temperature measurements they used a meteor wind radar. Their result for
summer months is N ≈ 0.03 and for winter months N ≈ 0.02

Concluding, the buoyancy frequency, N , summer profile obtained from the rocket data
shows general agreement with summer profile obtained by Lübken (1999). The winter profile,
however, obtained using rocket data differs from the one obtained by Lübken (1999). Profile
obtained from rocket data shows only roughly dependence on altitude, which is often assumed
by theoreticians (e.g., Holton, 1992). Winter profile obtained by Lübken (1999) increases
with altitude.
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Appendix G.

Overview of remote atmosphere
measurements

In situ measurements of turbulence in the MLT region can be accompanied by remote sensing
using radars, lidars and satellites. In this appendix short description of the remote sensing
techniques used in the frame of this work (e.g., to investigate MIL detected during ECOMA09
campaign, Sec. 5.1) is given.

G.1. Radar technique

Over the past decades mesosphere-stratosphere-troposphere (MST) radars have proven to be
a powerful technique for the investigation of atmospheric dynamics from the troposphere up
to the mesosphere (e.g., Hocking , 2011). In the frame of this work, the wind measurements
from the Saura MF-radar were used. Saura MF-radar is a Doppler radar that runs at
3.17 MHz and is installed close to the Andøya Rocket Range as part of the ALOMAR
observatory in Andenes. Among other things, Saura MF radar measures mesospheric winds
using the Doppler beam steering (DBS) technique (e.g., Stober et al., 2012). For the described
experiment, a total of 4 off-vertical beam directions are chosen, each at an angle of 6.8◦ to
the zenith and directed towards the north-east, south-east, south-west and north-west.

The main feature of this radar is the antenna which is formed by 29 crossed half-wave
dipoles arranged as a Mills-Cross. The spacing of the crossed dipoles is 0.7 wave lengths
resulting in a minimum beam width of 6.4◦. Each dipole is fed by its own transceiver unit
with a peak power of 2 kW (phase controlled on transmission and reception) providing high
flexibility in beam forming and pointing as well as o- and x-mode operation for differential
absorption and phase measurements (Singer et al.; Singer et al., 2008, 2011).

G.2. ALOMAR RMR-Na lidar

Two ground based lidars are operating at the Arctic Lidar Observatory for Middle At-
mosphere Research (ALOMAR) located on the northern Norwegian island Andøya. The
ALOMAR Weber sodium (Na) lidar is a resonance fluorescence lidar (69oN, 16oE). She
et al. (2002) and Arnold and She (2003) have described this Na lidar in detail. The set-up
and status of the Na Lidar during December 2010 is described in more detail by Dunker
et al. (2012). The Na lidar measures sodium number density, line-of-sight wind speed and
temperature in the altitude range between about 80 and 110 km with uncertainties better
than 108 m−3, 2 m/s and 2 K, respectively. A cycle of three frequencies is emitted by the
lidar, one at the D2a frequency of sodium (589.189 nm) and the other two at +630 (±50)
and -630 (±50) MHz, relative to the D2a frequency. The emitted photons are resonantly
scattered by the mesospheric sodium atoms, and the backscattered photons are collected
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with two telescopes (ø = 1.8 m) that belong to the ALOMAR Rayleigh/Mie/Raman lidar.
The geophysical variables can be calculated from the recorded photon count profiles after
integrating for one hour for each profile. The lidar emits pulses of amplified 589 nm light. At
first, continuous-wave (cw) 589 nm light is created through sum-frequency generation of a cw
Nd:YAG beam at 1319 nm and 1064 nm. This 589 nm beam is frequency-locked at the Na
D2a resonance frequency using Doppler-free spectroscopy. An acousto-optic modulator gen-
erates the two additional frequencies at 630 MHz. This cw light then enters a Spectra-Physics
Quanta-Ray Pulsed Dye Amplifier 1, consisting of three dye cells (i.e. amplification stages).
This dye amplifier is pumped by a pulsed, frequency-doubled Spectra-Physics Quanta-Ray
PRO 230 Nd:YAG, producing the pulsed 589 nm beam.

The ALOMAR Rayleigh-/Mie-/Raman (RMR) lidar uses two Nd:YAG lasers with a rep-
etition frequency of 30 Hz and an energy of 400 mJ/pulse at 532 nm (von Zahn et al.,
2000). The emitted wavelengths are at 1064 nm, 532 nm and 355 nm. The atmospheric
backscatter is recorded with two 1.8 m diameter Cassegrain telescopes that can be tilted up
to 30 deg off-zenith. Hydrostatic temperature profiles are calculated from relative density
profiles obtained at 532 nm (Hauchecorne and Chanin, 1980). Densities are smoothed by a
1 h, 600 m window before temperature integration. Seed temperatures are taken from the
MSIS model at an altitude of 90 km. Seasonal temperature variations measured with the
ALOMAR Rayleigh-/Mie-/Raman lidar along with a description of the analysis method can
be found in Schöch et al. (2008).

G.3. MLS instrument onoard NASA EOS satellite

The Earth Observing System (EOS) Microwave Limb Sounder (MLS), onboard the Na-
tional Aeronautics and Space Administration (NASA) Aura satellite uses the microwave
limb sounding technique (Waters, 1993) to provide information on Earth’s upper strato-
sphere and mesosphere. The satellite rounds the Earth 15 times per day. For purposes of
the ECOMA09 campaign the temperature data in the vicinity of the launch area for the 19th
of December 2010 were investigated. This was made to investigate spatial extension of MIL
event. The advantage of MLS measurements is a good spatial coverage of measurements in
large height range (i.e. from 50 to 100 km). The vertical resolution of this technique is 3 to
6 km depending on altitude (Livesey et al., 2007; Wu et al., 2003) which is enough to detect
large-scale MILs.
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Appendix H.

Results from PHOCUS campaign in
June/July 2011

H.1. Campaign overview

From the 28th of June to the 22nd of July 2011 the PHOCUS rocket campaign was conducted
at Esrange (68 ◦N, 21 ◦E) in northern Sweden. One sounding rocket was launched to study
the particle layers in the mesosphere, i.e. the nucleation and evolution of ice particles, the
properties of meteoric smoke, and the possible influence of these particle populations on
mesospheric chemistry. The launch took place during strong PMSE with occurring NLC.
The PHOCUS rocket consisted of 18 different instruments, one of which was CONE to
measure neutral air density, temperature and turbulence with very high altitude resolution
and precision. These measurements were done during the downleg of the rocket flight.
In addition data from ESRAD in Esrange and MAARSY in Andøya Rocket Range were
available.

In this Appendix experimental results obtained during the rocket flight of the PHOCUS
campaign are presented. First, density and temperature measurements obtained with the
CONE instrument, which describe the background atmosphere, are shown. Then in situ
measurements of small-scale structures in neutral air are discussed and compared with the
temperature profile, PMSE and NLC.

H.2. Measurements

In situ measurements performed during downleg of the PHOCUS flight provided simultane-
ous and high-resolution measurements of neutral air density, temperatures, and turbulence
parameters.

H.2.1. Background atmosphere

The results of the neutral density measurements at heights between 70 and 100 km are shown
in the Fig. H.1 as the black profile. The measured densities are comparable to the Lübken
(1999) falling spheres measurements (red line). Above 80 km CONE density measurements
are slightly lower than falling sphere measurements.

The temperature profile obtained using the CONE sensor between 70 and 100 km is shown
in the Fig. H.2 as a black line. The lowest temperatures of ∼ 120 K appear at the altitude
of 91 km. The measured temperature profile reveals pronounced mesospheric inversion layer
(MIL) at altitudes between 81 and 84 km. The amplitude of the inversion layer reaches
values of about 15 K. The temperature gradient above the inversion layer is close to the
adiabatic lapse rate (please compare with dashed orange line), which is typical feature of
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the MIL and coincides often with high turbulence regions. The entire temperature profile,
including region with the inversion layer, reveals signatures of gravity waves.

Results from falling sphere measurements made by Lübken (1999) are shown in Fig. H.2
as red line. Additionally, results from IAP impact detector are overplotted. The latter is
shown as the dark blue profile in Fig. H.2. This result is the netto current of the measured
aerosols (lighter particles are not measured here). To the current understanding, the strong
negative peak around the occurrence of the NLC is due to negatively charged ice particles.

At the altitudes from 78 to 84 km and 86 to 91 km the temperature drops below the
frost point. This is marked as the two light blue, dashed lines in Fig. H.2. These lines are
shown for two typical, measured values of water content at these altitudes. The PMSE were
observed by ESRAD between 80 and 83 km, were as NLC were observed by photometer on
board of the PHOCUS rocket at around 81.5 km. These altitudes are below the frost point
observed at the temperature profile obtained using CONE sensor. Please compare also with
Fig. H.3.

H.2.2. Turbulence

Next, in Fig. H.3 the results of measurements of the turbulence energy dissipation rates, ε
in the altitude range from 60 to 100 km are presented and compared with the temperature
profile obtained with the CONE sensor. The derived ε-values are shown by dark blue crosses
with error bars in orange. Whenever a continuous turbulence layer was detected, the single
crosses are connected by a dark blue line. Energy dissipation rates are converted to heating
rates (upper abscissa) using Eq. 2.8

The measured dissipation rates reveal typical summer-values and are not continuous but

PHOCUS; 21 JUL 2011; 07:01:00 UT- -

Lübken, JGR 99
CONE

Figure H.1 Neutral densities measured during PHOCUS flight (black line). Falling sphere
measurements from Lübken (1999) are shown with the red line.
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Figure H.2 Neutral temperatures measured during the PHOCUS flight (black line). Falling
sphere measurements from Lübken (1999) are shown as red line. Adiabatic lapse rate is
shown as dashed orange line. Additionally, IAP Particle Detector is shown as a dark blue
line. Two dashed, light blue lines show the frost point values for typical measured values
of water content for these altitudes between 2 and 10 ppmv (please see the text for more
details).

rather exhibit in narrow layers, which is also typical for summer period. The highest dissipa-
tion rate are observed above 90 km, with the heating rates reaching up to 1000 K/day. Also,
the measured energy dissipation rates exhibit large gradients. The ε-value often changes by
an order of magnitude within one kilometer. Above 93 km the turbopause is observed, that
is above this height molecular diffusion dominates over viscosity and no more turbulence was
detected

It is interesting to compare the measured dissipation rate profile with the temperature
profile. At the altitudes from 80 to 84 km MIL is observed in the temperature profile,
which coincides with the high dissipation rate values, with heating rate of up to 100 K/day.
This is typical for many MIL phenomena and was described, e.g., by Szewczyk et al. (2013).
According to numerical simulations by Liu et al. (2000), a heating rate of ∼10 K/day is
sufficient for producing inversion layers. In our case dissipation rates is smaller, additional
analysis of gravity waves and tidal activity in the region should be made to investigate the
MIL creation mechanism.

It is also worth to note, that used turbulence detection technique is not sensitive to
turbulence in the regions where the temperature profile exhibits an adiabatic lapse rate (e.g.,
Lehmacher and Lübken (1995), Sec. 5.2.4 of this thesis) and, therefore, can underestimate
the actual ε-values. This implies that the turbulence dissipation above the inversion layers
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PHOCUS; 21 JUL 2011; 07:01:00 UT- -

PMSE
NLC

PMSE
NLC

Figure H.3 Turbulence energy dissipation rates measured in-situ during the PHOCUS
flight shown with dark blue crosses in the left panel. The single crosses are connected
whenever continuous turbulence layer was detected. The error bars for each point shown
by orange line. The corresponding heating rate is shown on the upper axis. In the
right panel temperature profile obtained in the same volume is shown with the black line.
Shaded grey area marks the region with the PMSE observed by Esrad during rocket launch,
whereas the blue horizontal line marks the altitude at which the NLC were observed by
photometer on board PHOCUS rocket.

could be even stronger than what is observed with the CONE instrument.
If turbulent dissipation rate is compared with the height of the occurrence of the PMSE

(gray shaded area in Fig. H.3) and NLC (blue horizontal line in the same Figure) it can
be seen that they coincide with turbulent activity. The current understanding of the phe-
nomena of PMSE is that it needs turbulence to be created, which is confirmed by described
measurements.

H.3. Summary

The PHOCUS flight provided real common volume in-situ measurements of neutral densities,
temperatures and turbulence. The measured neutral densities are comparable with the
falling sphere results from Lübken (1999). The neutral temperature profile when compared
to Lübken (1999) falling sphere measurements shows a relatively cold atmosphere. In the
regions from 78 to 84 km and 86 to 91 km the temperature drops below the frost point. In
the lower regions, from 80 to 83 km these low temperatures coincides with PMSE and around
81.5 km with NLC. Also IAP Particle Detector shows a negative peak in the current around
these altitudes. Regions with PMSE were also connected with turbulent activity there, which
agrees with the current understanding of the PMSE phenomena. In the temperature profile
MIL exhibits from 81 to 84 km, with coincides with strong turbulence in this region.
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Appendix I.

Turbulence occurrence rate and variability
during MIDAS/MACWAVE campaign

I.1. Turbulence dissipation rate variability

Turbulent dissipation rate variability - MIDAS/MACWAVE campaign

Turbulence dissipation rate [mW/kg]

only MIDAS MACWAVE

summer w/o MIDAS MACWAVE

Figure I.1 Turbulence dissipation rate, ε, variability during MIDAS/MACWAVE campaign
(green bars) and during remaining summer flights (red bars). In the uppermost row for
the altitude range from 90 to 100 km, in the upper middle row from 80 to 90 km, in the
lower middle row from 70 to 80 km, and in the lowermost row from 60 to 70 km.
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I.2. Turbulence occurrence rate
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Figure I.2 Turbulence occurrence rate with altitude during MIDAS/MACWAVE campaign
(green bars) and during remaining summer flights (red bars).
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Appendix J.

ε and temperature profiles for individual
flights.
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Figure J.1 Individual ε (left column) and temperature (right column) profiles for DAT13
(upper row), DAT50 (middle row) and DAT62 (lower row) flights. In the left panels with
black crosses connected with the black lines ε-values are given, with εERR given as orange
bars. As green rectangles ε-values obtained by Lübken (1997) are shown for comparison.
As blue and red lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al.,
2002) are given respectively. In the right panels temperature profiles are given as black
lines, with adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.2 Individual ε (left column) and temperature (right column) profiles for DAT73
(upper row), DAT76 (middle row, no temperature data) and DAT84 (lower row, no tem-
perature data) flights. In the left panels with black crosses connected with black lines
ε-values are given, with εERR given as orange bars. As green rectangles ε-values obtained
by Lübken (1997) are shown for comparison. As blue and red lines mean ε profiles for
winter (Lübken, 1997) and summer (Lübken et al., 2002) are given respectively. In the
right panels temperature profiles are given as black lines, with adiabatic lapse rate (orange
dashed lines) given for comparison.
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Figure J.3 Individual ε (left column) and temperature (right column) profiles for NBT05
(upper row) and NAT13 (lower row) flights. In the left panels with black crosses connected
with black lines ε-values are given, with εERR given as orange bars. As green rectangles
ε-values obtained by Lübken et al. (2002) are shown for comparison. As blue and red
lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al., 2002) are
given respectively. In the right panels temperature profiles are given as black lines, with
adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.4 Individual ε (left column) and temperature (right column) profiles for LT-01
(upper row), LT-06 (middle row) and LI-09 (lower row) flights. In the left panels with
black crosses connected with black lines ε-values are given, with εERR given as orange
bars. As green rectangles ε-values obtained by Lübken (1997) are shown for comparison.
As blue and red lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al.,
2002) are given respectively. In the right panels temperature profiles are given as black
lines, with adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.5 Individual ε (left column) and temperature (right column) profiles for LT-13
(upper row), LT-17 (middle row) and LT-21 (lower row) flights. In the left panels with
black crosses connected with black lines ε-values are given, with εERR given as orange
bars. As green rectangles ε-values obtained by Lübken (1997) are shown for comparison.
As blue and red lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al.,
2002) are given respectively. In the right panels temperature profiles are given as black
lines, with adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.6 Individual ε (left column) and temperature (right column) profiles for SCT03
(upper row), SCT06 (middle row) and ECT02 (lower row) flights. In the left panels with
black crosses connected with black lines ε-values are given, with εERR given as orange bars.
As green rectangles ε-values obtained by Lübken et al. (2002) are shown for comparison.
As blue and red lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al.,
2002) are given respectively. In the right panels temperature profiles are given as black
lines, with adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.7 Individual ε (left column) and temperature (right column) profiles for ECT07
(upper row), ECT12 (middle row) and MDMI05 (lower row) flights. In the left panels with
black crosses connected with black lines ε-values are given, with εERR given as orange bars.
As green rectangles ε-values obtained by Lübken et al. (2002) are shown for comparison.
As blue and red lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al.,
2002) are given respectively. In the right panels temperature profiles are given as black
lines, with adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.8 Individual ε (left column) and temperature (right column) profiles for MSMI03
(upper row) and MSMI05 (lower row) flights. In the left panels with black crosses con-
nected with black lines ε-values are given, with εERR given as orange bars. As blue and
red lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al., 2002) are
given respectively. In the right panels temperature profiles are given as black lines, with
adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.9 Individual ε (left column) and temperature (right column) profiles for SOMI05
(upper row) and SOMI11 (lower row) flights. In the left panels with black crosses connected
with black lines ε-values are given, with εERR given as orange bars. As blue and red
lines mean ε profiles for winter (Lübken, 1997) and summer (Lübken et al., 2002) are
given respectively. In the right panels temperature profiles are given as black lines, with
adiabatic lapse rate (orange dashed lines) given for comparison.
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Figure J.10 Individual ε (left column) and temperature (right column) profiles for
MMMI12 (upper row), MMMI24 (middle row, no temperature data) and MMMI25 (lower
row) flights. In the left panels with black crosses connected with black lines ε-values are
given, with εERR given as orange bars. As blue and red lines mean ε profiles for winter
(Lübken, 1997) and summer (Lübken et al., 2002) are given respectively. In the right pan-
els temperature profiles are given as black lines, with adiabatic lapse rate (orange dashed
lines) given for comparison.
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Figure J.11 Individual ε (left column) and temperature (right column) profiles for
ECOMA01 (upper row), ECOMA02 (middle row) and ECOMA03 (lower row) flights.
In the left panels with black crosses connected with black lines ε-values are given, with
εERR given as orange bars. As blue and red lines mean ε profiles for winter (Lübken, 1997)
and summer (Lübken et al., 2002) are given respectively. In the right panels temperature
profiles are given as black lines, with adiabatic lapse rate (orange dashed lines) given for
comparison.
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Figure J.12 Individual ε (left column) and temperature (right column) profiles for
ECOMA04 (upper row), ECOMA06 (middle row) and ECOMA09 (lower row) flights.
In the left panels with black crosses connected with black lines ε-values are given, with
εERR given as orange bars. As blue and red lines mean ε profiles for winter (Lübken, 1997)
and summer (Lübken et al., 2002) are given respectively. In the right panels temperature
profiles are given as black lines, with adiabatic lapse rate (orange dashed lines) given for
comparison.
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Figure J.13 Individual ε (left column) and temperature (right column) profiles for PHO-
CUS (upper row) and WADIS1 (downleg - middle row, upleg - lower row) flights. In the
left panels with black crosses connected with black lines ε-values are given, with εERR

given as orange bars. As blue and red lines mean ε profiles for winter (Lübken, 1997)
and summer (Lübken et al., 2002) are given respectively. In the right panels temperature
profiles are given as black lines, with adiabatic lapse rate (orange dashed lines) given for
comparison.
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