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Preface

The region of the upper mesosphere and lower thermosphere (MLT) has unique physical and chemical
characteristics. MLT observations at polar regions, in particular, allow drawing far-reaching conclusions
about the physics and chemistry of the whole system of Earth’s atmosphere. Recent international and
national programmes such as SCOSTEP’s scientific project “Role of the Sun and the Middle Atmosphere in
Climate” (ROSMIC) or the Leibniz Association’s Senate Competition project “Mixing and Turbulence in the
Mesosphere and Lower Thermosphere” (MaTMeLT) emphasise the importance of such investigations.

Of particular interest in these middle atmospheric research programmes are the coupling of atmospheric
layers and the role of the upper layers in global climate models. The quantification of the solar variability
and its importance for long-term variations in the middle atmosphere, trends in the thermal and dynami-
cal structure, as well as atmospheric composition, can provide crucial information to the overall system of
the atmosphere.

High-resolution observations, as presented in this thesis, provide insights into the dynamical coupling of
atmospheric layers through gravity waves and tides, the effects of middle atmospheric circulation on the
lower atmosphere, and trends in dynamic coupling. Such observations help to determine to what extend
the middle atmosphere can have an influence on the climate through a change in dynamics, the radia-
tive budget, and chemistry, or how it can be used as a proxy to monitor lower atmospheric processes and
anthropogenic climate change.

This thesis presents results obtained from high-resolution lidar observations at polar latitudes, which
are of particular importance for the whole system of Earth’s atmosphere. Their exemplary location in the
global circulation, as well as a lack of observations due to the inaccessibility and difficult environmental
conditions, place the polar regions among the last frontiers in atmospheric science.

Observations with the mobile IAP Fe lidar provide temperatures, metal layer densities, and aerosol data
in the particularly inaccessible MLT region. The continuous observations are among the most accurate
measurements with high resolution in the middle and upper atmosphere. Modern resonance lidar sys-
tems can be further used to study a variety of other topics, such as the mixing of trace species. Although
mesospheric metals have been observed by different means for several decades, some aspects of their
dynamics and chemistry are still unknown. Several dynamical and chemical features of the MLT region (in
particular at polar latitudes) and the whole atmosphere will in the near future be understood significantly
better through an enhanced understanding of the mesospheric metals. The results of this thesis enable to
understand the physics and chemistry of the MLT region better and to improve the knowledge about the
middle atmosphere in the global context.

An integral part of the doctoral research summarised in this thesis has been the preparation and execu-
tion of two major measurement campaigns with the mobile IAP Fe lidar to Antarctica and the Arctic. In ad-
dition to the expeditionary preparation in Germany and Australia, this involved two journeys to Antarctica,
including three summer seasons and one winter (a total of around 22 months) at Davis Station. On one
hand, such measurement campaigns require routine observations, instrument and infrastructure main-
tenance and improvement, and ongoing data analyses. On the other hand it is necessary for all expedi-
tioners at a mid-sized station with year-round personnel such as Davis to help out with other experiments
and projects, and to keep the general station alive.

The expeditions have not only been truly invaluable experiences but yielded a series of new insights and
surprising observations. The analyses of the observations are still ongoing, but several important results
have already been published in peer-reviewed journals. 9 of these articles are cumulatively submitted in
this thesis. The Manuscripts of the publications are an integral part of this doctoral research.
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This thesis additionally provides a review of the scientific subject and the results. The Introduction gives
an overview of middle atmospheric science related to this work (Section 1), summarises important aspects
about mesospheric metals and the Fe layer in particular (Section 2), describes the instrument and its ca-
pabilities (Section 3), and gives a brief overview of the measurement campaigns conducted (Section 4).
The Summary of Results describes the methods and results of the studies, and puts them into the con-
text of the relevant literature. Sections 5 to 8 primarily deal with the chemistry of the mesospheric metals.
Sections 9 to 11 discuss the influence of ice particles, temperatures, and transport on the Fe layer. Sec-
tions 12 and 13 present observations and model calculations of thermal tides in temperatures and metal
densities in the MLT region. Sections 14 to 18 reveal insights into the coupling of atmospheric layers. These
observations enable a new understanding of the winter to summer transition of the MLT region at po-
lar latitudes. Together, these results obtained by a single instrument (as well as the comparison of the
datasets with other instruments and models) have significantly enhanced our understanding of the chem-
istry and the dynamics of the MLT region. They have additionally provided new insights into the coupling
of atmospheric layers, as well as hemispheric differences of the atmosphere.
Selected Further Results of the measurement campaigns, which have not yet been published, are briefly
discussed in Sections 19 to 24, and concluded by an Outlook of ongoing and future measurements, as well
as some important technical developments. A list of abbreviations, measurement statistics, chemical rate
coefficients relevant to the mesospheric Fe layer, and copyright licenses are given in the Appendix. Refer-
ences are listed in the back of the thesis.
It is not possible to personally acknowledge all helping hands of the polar expeditions leading to the re-
sults presented here. The most significant contributions are summarised in the Acknowledgement.

Timo P. Viehl
October 2016
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Short Summary of Papers

This thesis is submitted as a cumulative work
of papers published in peer-reviewed journals.
The following pages give a short overview of
the contributing papers authored by the candi-
date. Citations to these papers are given in bold
throughout the text. The manuscripts are part of
this thesis and collected on pages 63 to 141.

Viehl et al. [2016a]

The photolysis of FeOH and its effect on the bottomside
of the mesospheric Fe layer
Viehl, T. P., J. M. C. Plane, W. Feng, and J. Höffner
Geophys. Res. Lett., 43, 1373–1381, (2016)

Lidar observations of a mesospheric metal are for the
first time combined with quantum chemical calcula-
tions and a 3D atmospheric chemistry model to derive
an unknown photolysis rate. The inclusion of this pho-
tolysis rate leads to a considerable improvement in the
ability of atmospheric chemistry models to describe
the diurnal behaviour of the Fe layer. The results ex-
plain the regular bottomside extension of the Fe layer
in the MLT region which is primarily caused by the
direct photolysis of FeOH. Reactions of FeOH with H
play a subordinate role. FeOH is depleted during polar
summer. This may have implications for the formation
and composition of meteor smoke particles.

Viehl et al. [2015]

Summer time Fe depletion in the Antarctic
mesopause region
Viehl, T. P., J. Höffner, F.-J. Lübken, J. M. C. Plane, B. Kaifler,
and R. J. Morris
J. Atmos. Solar-Terr. Phys., 127, 97–102, (2015)

Ice particles were previously thought to be a major
cause of the seasonal change in Fe densities at po-
lar latitudes. Lidar and radar observations at Davis,
Antarctica show an anti-correlation of ice particle oc-
currence and Fe density. The centroid altitude of the
Fe layer rises due to a dynamic uplift of the whole
layer by vertical winds and not due to a scavenging
effect of ice particles at lower altitudes. The temper-
ature dependence of mean Fe densities during a very

strong and unexpected depletion observed around
summer solstice suggests that gas-phase chemical re-
actions have a dominating effect. An attempt is made
to explain the substantial depletion around summer
solstice with a simplified gas-phase chemistry parti-
tioning between Fe and FeOH.

Viehl et al. [2016b]

Corrigendum to: Summer time Fe depletion in the Antarc-
tic mesopause region, by Viehl et al. [2015]
Viehl, T. P., J. Höffner, F.-J. Lübken, J. M. C. Plane, B. Kaifler,
and R. J. Morris
J. Atmos. Solar-Terr. Phys., 142, 150–151, (2016)

Due to a mathematical error, Viehl et al. [2015] in-
correctly concluded that a simple gas phase chem-
istry scheme could explain the strong Fe depletion at
Antarctic latitudes around the summer solstice. The
correction of the mistake can no longer justify this
conclusion, under the assumptions and simplifications
made. Hence, vertical and horizontal transport must
explain the depletion, also shown in the observed
uplift of the layer. Simulations with an atmospheric
chemistry model support this new interpretation.

Lübken et al. [2011]

First measurements of thermal tides in the summer
mesopause region at Antarctic latitudes
Lübken, F.-J., J. Höffner, T. P. Viehl, B. Kaifler,
and R. J. Morris
Geophys. Res. Lett., 38, L24806, (2011)

Measurements with the mobile IAP Fe lidar have de-
tected thermal tides in the summer polar mesopause
region. These tides are much larger than existing
model simulations predict, with modulations in tem-
perature up to ±6K and Fe number densities up to
±40%. Temperature tides show a semidiurnal and di-
urnal structure at different altitudes. In Fe densities,
a strong diurnal tidal component seems to dominate
at all altitudes. The downward tidal phase progression
in temperatures and Fe densities is similar and cor-
respond to vertical wavelengths of 30 km and 36 km,
respectively.
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Short Summary

Feng et al. [2015]

Diurnal variation of the potassium layer in the
upper atmosphere
Feng, W., J. Höffner, D. R. Marsh, M. P. Chipperfield, E. C. M.
Dawkins, T. P. Viehl, and J. M. C. Plane
Geophys. Res. Lett., 42, 3619–3626, (2015)

Measurements of K atoms in the MLT at mid-latitudes
in Kühlungsborn, Germany are compared to the 3D at-
mospheric chemistry model WACCM-K. Amplitude and
phase of the diurnal and semidiurnal tide are captured
well, even though some discrepancies between the
model and the observations persist. The temperature
influence is presumably not significant because of the
chemistry of K. However, direct temperature compar-
isons are not yet possible.

Kaifler et al. [2015]

Lidar observations of gravity wave activity in the
middle atmosphere over Davis (69◦S, 78◦E), Antarctica
Kaifler, B., Lübken, F.-J., J. Höffner,
R. J. Morris, and T. P. Viehl
J. Geophys. Res.: Atmos., 120, 4506–4521, (2015)

Lidar observations in the stratosphere and the upper
mesosphere and lower thermosphere (MLT) region at
Davis, Antarctica are used to investigate gravity wave
activity. The gravity wave potential energy density (GW-
PED) has a large seasonal variation with a semiannual
oscillation in the MLT, consistent with selective critical-
level filtering in the lower stratosphere. The identical
structure of the MLT and stratosphere suggest that
the wind field near the tropopause level controls the
gravity wave flux reaching the MLT region.

Morris et al. [2012]

Experimental evidence of a stratospheric circulation in-
fluence on mesospheric temperatures and ice-particles
during the 2010–2011 austral summer at 69◦

R. J. Morris, J. Höffner, F.-J. Lübken, T. P. Viehl,
B. Kaifler, and A. R. Klekociuk
J. Atmos. Solar-Terr. Phys., 89, 54–61, (2012)

First IAP Fe lidar temperature measurements in the
mesopause region at Davis, Antarctica are compared to
the occurrence of ice particles detected as polar meso-
sphere summer echoes (PMSE) and the breakdown of
the polar vortex. The timing of the annual breakdown
of the southern polar stratospheric vortex seems to in-
fluence mesopause temperatures and the formation of

PMSE early in the austral summer. Temperatures below
mesopause altitudes in the 2010/2011 austral summer
were unusually high.

Lübken et al. [2014]

Winter/summer mesopause temperature transition at
Davis (69◦S) in 2011/2012
Lübken, F.-J., J. Höffner, T. P. Viehl,
B. Kaifler, and R. J. Morris
Geophys. Res. Lett., 41, 5233–5238, (2014)

Quasi-continuous Fe lidar measurements at Davis,
Antarctica are presented for the austral summer sea-
son 2011/2012. Mesopause altitudes and tempera-
tures are similar to the Northern Hemisphere (NH)
after the initial transition from the winter to the sum-
mer state. A significant elevation of the mesopause
for a short period around the solstice follows the ini-
tial downward shift of the mesopause during the win-
ter/summer transition. The mesopause is then higher
and colder than typical NH values by ∼4 km and 10K.
Individual profiles show temperatures as low as 100K.
The temperature transition strongly correlates with
zonal winds in the stratosphere. However, the impact
of stratospheric winds on the occurrence of ice par-
ticles seems to be more complicated than previously
assumed.

Lübken et al. [2015]

Winter/summer transition in the Antarctic
mesopause region
Lübken, F.-J., J. Höffner, T. P. Viehl, E. Becker, R. Latteck,
B. Kaifler, D. J. Murphy, and R. J. Morris
J. Geophys. Res.: Atmos., 120, 12,394–12,409, (2015)

Temperature data obtained by the IAP Fe lidar in the
Antarctic MLT are of unprecedented accuracy and
resolution, and available for three consecutive sea-
sons with a surprisingly different summer mesopause
structure. The analysis of MF radar winds and PMSE
ice particle detection shows that the occurrence of an
’elevated summer mesopause’ (ESM) in some years is
not only caused by changing breakdown conditions of
the polar vortex, as previously thought. In such years,
mesospheric winds are also shown to be relevant for
the propagation of gravity waves and the subsequent
shift in temperatures. Furthermore, comparison with
results of a general circulation model shows that the
filtering of gravity waves alone cannot explain the ESM.
It is important to take the spectrum of gravity waves is
into account to explain this feature of the MLT region.
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Introduction

The following Sections 1 to 4 give a brief intro-
duction in the scientific subject of this thesis,
some technical details of the instrument and
the data retrieval, and basic information about
the two measurement campaigns to the po-
lar regions of both hemispheres during which
the observations were obtained. For more
comprehensive information refer to the cited
literature.

1 Earth’s atmosphere

The atmospheric region of the upper meso-
sphere and lower thermosphere (MLT) has
unique physical characteristics. Observations
at polar latitudes allow drawing interesting
conclusions about the physics and chemistry
of the whole atmosphere. However, accurate
observations with high resolution are challeng-
ing and still rare in the polar MLT region.

Earth’s atmosphere can be divided into different
altitude layers in relation to several physical char-
acteristics. A common classification can be car-
ried out according to the temperature structure.
With increasing altitude, these layers are the tro-
posphere, stratosphere, mesosphere, and thermo-
sphere, which are separated by the tropopause,
stratopause, and mesopause (Figure 1; for more de-
tails see Houghton [2002], Schumann [2012], Brekke
[2013], or other atmospheric physics textbooks).
The region of the stratosphere and mesosphere is
often called the “middle atmosphere”.
The wider area around the mesopause between
approximately 70 km and 110 km altitude is re-
ferred to as the region of the upper mesosphere
and lower thermosphere (MLT). For meteoroids en-
tering Earth’s atmosphere, air densities in the MLT
become sufficiently large (around 0.001 hPa) to
evaporate material through frictional heating. This
evaporation creates layers of metal atoms such as
the iron (Fe) layer. The Fe layer usually occurs be-
tween around 75 km and 100 km altitude and can
occasionally extend down below 70 km and up to
above 120 km altitude (see Figure 1 and Section 2).

Figure 1: Earth’s atmosphere. Different altitude
levels can be classified according to the tempera-
ture structure. During summer (red), temperatures
at the mesopause are lower than during winter
(blue). Layers of metal atoms such as Fe are cre-
ated through meteoric ablation in the region of the
upper mesosphere and lower thermosphere (MLT)
between approximately 75 and 100 km altitude
(dark grey). The Fe layer can occasionally extend
down below 70 km; Fe atoms are further observed
in sporadic layers in the thermosphere above 100
km (light grey). Temperature data from NRLMSISE-
00 [Picone et al., 2002]. CC BY 4.0

The MLT further exhibits a variety of unique phys-
ical and chemical processes and is therefore of
particular interest for a broad branch of modern
atmospheric research [Smith, 2012]. For example,
temperatures in the MLT are generally lower during
summer than during winter. This phenomenon is
important for the understanding of the whole Earth
atmosphere’s dynamics. The polar MLT is also the
home of the highest clouds on Earth (NLC, see Sec-
tion 1.3). A potential extension of these ice clouds
to lower latitudes as well as an increase in their
brightness has been proposed as an indicator for
a cooling of the MLT as well as an increase in water
vapour levels through the photolysis of enhanced
levels of methane (CH4) [e.g., DeLand and Thomas,
2015; Berger and Lübken, 2015; Hervig et al., 2016].
Both phenomena are directly linked to an increase

1



Introduction

in greenhouse gases, which are associated with
global warming in the troposphere.

1.1 The MLT region

Several reviews have outlined the current knowl-
edge about the MLT and list open scientific ques-
tions [e.g., Becker, 2012; Feofilov and Kutepov, 2012;
Sinnhuber et al., 2012; Smith, 2012; Plane et al.,
2015]. The following sections summarise impor-
tant physical and chemical aspects and concepts of
the MLT which are relevant for this thesis.

Temperature anomaly

Temperatures in the polar summer MLT are lower
than during winter although the solar irradiance is
higher (Figures 1& 2). In fact, temperatures during
summer deviate by more than 100K from a hypo-
thetical state of radiative equilibrium of the atmo-
sphere in which dynamical factors are neglected.
Temperatures around summer solstice can fall be-
low 100K (–173◦C) [e.g., Lübken et al., 2014], making
the polar summer MLT the coldest naturally oc-
curring place on Earth. The low summertime tem-
peratures are caused by atmospheric waves which
break in the mesopause region and cause a strong
upwelling at polar latitudes (Section 1.2).

Major reactive chemical species

Solar electromagnetic radiation and energetic par-
ticles cause the photolysis and photoionisation
of atmospheric constituents in the MLT and the
higher atmosphere. Atomic oxygen (O) is the most
important reactant in the MLT. Atomic O is created
through the photolysis of the oxygen molecule (O2)
in the UV band below 242 nm, as well as through
collisions with cosmic particles with energies larger
than 5.2 eV. The concentration of atomic O controls
many important chemical reactions in the MLT re-
gion, either directly, or indirectly through removal
of ozone (O3) or by controlling the creation of the
odd-hydrogen (HOx) radicals atomic hydrogen (H),
hydroxyl (OH), and hydroperoxyl (HO2).
The rate-determining step of the removal of atomic
O is given through the recombination forming O3
in collisions with O2. This reaction is pressure de-
pendent as it needs a moderating third body to
carry excess collision energy and hence varies with
[O2]2 at its low-pressure limit [Plane et al., 2015].

The pressure range at higher MLT altitudes above
∼90 km (<0.001 hPa) is too low for an efficient for-
mation of O3. Any O3 found in this pressure range
was primarily formed at lower altitudes and trans-
ported upwards through diffusive processes.

Atomic O has a pronounced diurnal variation be-
low 80 km altitude, where it essentially disappears
at night. However, there is nearly no diurnal varia-
tion above 84 km, where the time constant for the
removal exceeds 12 h due to the low pressure and
hence comparatively low amounts of molecular
oxygen [O2] [Plane et al., 2015]. The exact repre-
sentation of this atomic O shelf is important for
atmospheric models analysing chemical reactions
and the radiative budget in the MLT [e.g., Feofilov
and Kutepov, 2012; Viehl et al., 2016a]. The absence
of daytime photolysis causes a 10-fold increase of
[O3] throughout the MLT during the night [Plane
et al., 2015]. The increase of [O] and the decrease of
[O3] with altitude causes an inversion of the ratio
[O]/[O3] at around 75 km, with [O]/[O3] then rapidly
increasing from ∼10 at 80 km to ∼100,000 at 110 km
altitude.

The large-scale upwelling at the summer poles
(see Figure 2) transports minor constituents such
as methane (CH4) to the upper atmosphere. The
photolysis of CH4 by Lyman-α radiation at 121.6 nm
(penetrating down to about 80 km altitude) and
subsequent reaction with O2 is the primary source
of water vapour (H2O) in the MLT region. As a re-
sult of the seasonal cycle of the residual meridional
circulation and CH4 upwelling, [H2O] in the MLT in-
creases by a factor of 3 from winter to summer and
allows for sufficient growth of mesospheric ice par-
ticles during the summer months.

In the MLT, atomic H is primarily created through
photolysis of H2O at wavelengths shorter than
240nm, as well as through the reaction of atomic O
with H2O. The resulting diurnal variation of atomic
H largely follows the variation of atomic O at day-
time concentrations of roughly [H]/[O]∼0.01 at
around 80 km and [H]/[O]∼0.0003 at around 90 km.
Particularly on a seasonal level, [H] further fol-
lows [H2O] with a maximum in summer, at ratios
of [H]/[H2O] between ∼1 and 10000 throughout
the MLT, increasing to higher altitudes [Plane et al.,
2015].

Figure 5 on page 10 and the reactions in Appendix B
show the importance of O, H, and O3 to the chem-
istry of the Fe layer (also see Section 2.3).

2
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Figure 2: Temperatures [K] and wind
vectors [m s−1] in the MLT region for
January (left) and July (right), WACCM
simulations between 2004 and 2011.
The residual circulation is seen in a
summer pole upwelling, meridional
transport at around 80 km altitude
and winter pole downwelling. Adia-
batic cooling of expanding air masses
causes very low mesopause tempera-
tures above the summer pole. Vertical
wind components are multiplied by a
factor of 500 to be comparable with
meridional winds. Reprinted from Plane
et al. [2015, Fig. 1], Copyright 2015 Amer-
ican Chemical Society.

1.2 Important waves in the MLT

Various atmospheric wave phenomena are im-
portant for the dynamic state of the MLT region
[e.g., Holton, 2004; Smith, 2012]. For the scope of
this thesis, gravity waves and thermal tides are of
particular importance. The knowledge about both
wave phenomena grows continuously and cannot
be summarised here in its entirety. The following
only lists some basic principles relevant to the dis-
cussions and conclusions in this thesis.

Gravity waves

Gravity waves are transversal atmospheric waves,
with buoyancy acting as the restoring force. In the
MLT, they are usually observed as variations in tem-
perature, winds, or the movement of tracers such
as ice particles or gradients in mesospheric metal
layers. Fritts and Alexander [2003] have compiled
a comprehensive review of gravity waves and their
dynamics in the middle atmosphere.

Gravity waves are excited, for example, when air
parcels are vertically displaced in the atmosphere
and then restored in statically unstable conditions
(i.e. the real atmospheric temperature gradient
dT/dz is larger than the adiabatic lapse rate). Grav-
ity waves, therefore, have intrinsic periods larger
than the Brunt-Väisälä period, which depends on
the temperature gradient and is around 5min to
10min throughout the middle atmosphere. On
the other end of the spectrum, gravity waves are
restricted to periods lower than the Coriolis pa-
rameter [e.g., Fritts and Alexander, 2003], which is
around 13 h at 69◦ latitude. This shows that gravity

waves can have a broad range of wavelengths and
phase speeds. Typically, gravity waves have hori-
zontal wavelengths between 100 km and 10000 km,
vertical wavelengths between 4 km and 20 km, and
phase speeds between 20m/s and 200m/s.
Most atmospheric gravity waves are generated in
the troposphere through flow over topographic fea-
tures, convection, geostrophic adjustment, or wind
shear [Becker, 2012]. However, secondary gravity
waves can also be generated throughout the mid-
dle atmosphere, in particular through wave-wave
interactions and wave breaking.
Gravity waves can propagate horizontally and ver-
tically, transporting energy and momentum over
large distances. When gravity waves propagate up-
wards, their amplitudes increase with decreasing
air density, conserving the energy of the wave.
Gravity waves are therefore more pronounced
throughout the middle atmosphere than in the
troposphere. Typical temperature disturbances of
gravity waves are less than ±1 K in the troposphere
but can reach more than ±20K in the MLT.
With growing amplitudes and disturbances of the
background temperature, gravity waves can become
unstable. This occurs once the temperature gradi-
ent reaches the adiabatic temperature gradient and
buoyant oscillations are no longer possible. When
propagating upwards, gravity waves will therefore
always break once they have reached regions of
sufficiently low densities. This is commonly the
case at MLT altitudes.
From the dispersion relation of gravity waves it fol-
lows that the vertical wavelength m is not only pro-
portional to the Brunt-Väisälä frequency N but also
to the difference between the background wind u
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and the phase speed c, with m =N/(c-u) [Fritts and
Alexander, 2003]. This means that the wind field in
the middle atmosphere has a significant influence
on the breaking and filtering of gravity waves.
The turbulent dissipation of gravity waves in the
troposphere and stratosphere is small. However,
gravity wave breaking significantly affects the sen-
sible heat budget of the MLT, where the effect is as
strong as the net radiative heating [Lübken, 1997].
The largest effect of gravity waves in the MLT, how-
ever, is their influence on the momentum budget.
The resulting residual meridional circulation from
the summer to the winter pole causes the low tem-
peratures during the polar summer [Lindzen, 1981]:
winds in the polar middle atmosphere are predom-
inantly eastward during winter. Gravity waves with
eastward phase speeds are therefore mainly fil-
tered before they reach the MLT. During the win-
ter/summer transition, the zonal-mean zonal winds
decrease and become westward. Gravity waves
with eastward phase speeds can then propagate
through the middle atmosphere and break in the
MLT after becoming unstable. Gravity waves with
westward phase speeds are simultaneously filtered
in the lower middle atmosphere. The deposition of
eastward momentum therefore dominates in the
summer MLT. This momentum deposition exerts an
eastward drag on the zonal wind. The Coriolis force
deflects the resulting zonal wind equatorwards and
induces a meridional flow from the summer to the
winter pole. A strong upwelling compensates the
associated mass flux at the summer pole. Rising air
masses experience adiabatic expansion due to the
exponentially decreasing air pressure. The resulting
strong adiabatic cooling causes the low tempera-
tures observed (Figure 2).

Atmospheric thermal tides

Thermal tides are large scale oscillations of the at-
mosphere, excited by the periodic diurnal change
of solar irradiance around the globe [Lindzen and
Chapman, 1969]. Tides are observable as variations
in temperature, pressure, and horizontal and ver-
tical winds. Although the Moon and the Sun exert
a measurable gravitational force on Earth’s atmo-
sphere, these gravitational tidal effects are much
smaller than tidal effects generated by solar heat-
ing. In this thesis, the term “tides” therefore only
refers to solar thermal tides. Tidal oscillations have
periods which are subharmonics of a solar day and

can be grouped into two categories: migrating and
non-migrating tides.
Migrating tides have the same phase speeds as
Earth’s angular velocity. To a stationary observer
on the ground they appear to be travelling with the
Sun, with their phases depending only on the local
solar time but not on longitude. The frequencies of
migrating tides equal their zonal wavenumbers, i.e.
the 24 h (diurnal) tide has the wavenumber 1, the
12 h (semidiurnal) tide has the wavenumber 2, and
so on. Migrating tides are excited by solar absorp-
tion of sources independent of longitude, such as
tropospheric H2O or stratospheric O3 [e.g., Smith
et al., 2003b; Smith, 2012]. The local generation
of tides in the MLT region is assumed to be small
compared to the upwards propagating tidal com-
ponents generated in the troposphere [Smith et al.,
2003b].
Non-migrating tides are excited by sources with an
anisotropic longitudinal distribution, like convec-
tive latent heat release over tropical land masses.
They can be further excited through non-linear
wave-wave interactions, e.g., between quasi-sta-
tionary planetary waves and migrating tides [e.g.,
Hagan and Forbes, 2002, 2003]. The periods of non-
migrating tides are also subharmonics of the solar
day. However, they can have arbitrary wavenumbers
and propagate westwards, eastwards at a phase
speed different than the Earth’s angular velocity, or
be stationary.
Contrary to individual gravity waves, tides are glob-
ally present and not significantly affected by mean
winds [Lindzen, 1981]. In the middle atmosphere,
tidal variations in temperature and wind can be
substantial and need to be taken into account in
global models. Tides interact with other waves such
as gravity waves, the Quasi-Biennial Oscillation, or
the El Niño-Southern Oscillation [e.g., McLandress,
2002; Gurubaran et al., 2005]. Upward propagating
tides transport energy and momentum to the MLT.
Tides can furthermore lead to significant observa-
tional biases for observations restricted to certain
local times.
Importantly for the MLT, tides change the verti-
cal temperature gradient of the atmosphere and
horizontal wind speeds. These changes affect the
breaking conditions for gravity waves and cause an
additional influence on the global meridional cir-
culation [e.g., Fritts and Vincent, 1987; Mayr et al.,
2005b; Senf and Achatz, 2011]. In particular, gravity
waves with eastward phase speeds, which are re-
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sponsible for the residual meridional circulation,
can break well below the mesopause region during
the eastward tidal phase of the zonal wind [Becker,
2012].

Observations by Pancheva et al. [2002] show that
the dominating modes of the vertical wavelength
of the semidiurnal tide are at least 35 km long. The
vertical wavelength of the diurnal tide is shorter
and only around 25 km long [Smith, 2012]. Shorter
vertical wavelengths correspond to stronger gradi-
ents in temperature and winds. The diurnal tide is
therefore expected to interact more strongly with
gravity waves than the semidiurnal tide.

1.3 Ice particles in the MLT

Ice particles can form in the MLT when sufficient
water vapour and nuclei for heterogeneous nucle-
ation are present, and the temperature drops below
the frost point (around 145 K). A common hypoth-
esis for the source of condensation nuclei is the
nucleation of meteor smoke particles (MSP) from
meteoric material (see Section 2.3). During the polar
summer months, water vapour and MSP are as-
sumed to be present in sufficient quantities. The
sole criterion for ice particle formation is there-
fore determined by absolute temperature. Water
ice particles can nucleate around MSP under these
conditions, forming the highest clouds in Earth’s
atmosphere at around 83 km altitude [e.g., Hervig
et al., 2001; Rapp and Thomas, 2006].

Noctilucent Clouds / Polar Mesospheric Clouds

In-situ observations of mesospheric ice particles
are technically challenging and only possible with
sounding rockets. Knowledge about the ice parti-
cles in the MLT has primarily been achieved through
observations in the optical range. The best-known
phenomenon related to ice particles in the MLT are
noctilucent clouds (NLC). When ice particles grow to
sufficient sizes (>20nm), they reflect light in the vis-
ible spectrum at sufficient amounts to be detected
by various means.

The clouds are high enough to reflect light of the
Sun behind the horizon to a ground observer at
mid-latitudes during conditions of twilight and
darkness (solar elevation between -5 and -15◦),
illuminating them in the night sky (Figure 3). NLC
were first observed and reported two years after

the eruption of Krakatoa by Leslie [1885] and sys-
tematically studied by Jesse [1896].
When viewed from space, it becomes apparent that
NLC are formed above the summer pole and extend
equatorward, reaching mid-latitudes only under
favourable conditions. Clouds of ice particles in the
polar mesopause region have hence also become
known as Polar Mesospheric Clouds (PMC). Studies
by Baumgarten et al. [2012] have shown quanti-
tatively that PMC and NLC describe the same ice
particles, observed by different means.
On short time-scales, mesospheric ice particles act
as nearly passive tracers when displaced vertically
or horizontally. The formation conditions and the
vertical displacement have been employed to study
MLT dynamics (through gravity wave analyses) and
temperatures [e.g., Baumgarten and Fritts, 2014].

Polar Mesosphere Summer Echoes

A further phenomenon related to mesospheric ice
particles are Polar Mesosphere Summer Echoes
(PMSE). These strong echoes observed with VHF
radars are caused by small-scale structures in elec-
tron densities on the order of the radar’s Bragg
scale (d = λ/2). PMSE require the combined ef-
fect of neutral air turbulence, free electrons and
charged ice particles [e.g., Rapp and Lübken, 2004;
Lübken, 2013].
Turbulence can create lasting structures in meso-
spheric ice particle layers. The ice particles can be
charged through uptake of free electrons. The pres-
ence of comparatively heavy charged ice particles
reduces the diffusivity of the considerably lighter
electrons. The resulting electron density structures
constitute irregularities in the radar refractive in-
dex. Radio waves are reflected from the created
structures like a grating when the Bragg condition
is fulfilled.
Ice particles causing PMSE can usually be smaller
than NLC particles and hence be subvisible to satel-
lites or ground-based observers. While NLC usually
occur around 83 km altitude (the lower part of the
super saturated MLT region), PMSE can extend up to
94 km altitude where they are formed before sedi-
menting and growing through condensation growth.
The reduced diffusivity decouples active neutral air
turbulence and the irregularities in electron num-
ber density on temporal scales. PMSE therefore last
for much longer than the turbulence creating the
structures until the ice particles evaporate.
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Figure 3: Noctilucent cloud (NLC) observed in north-eastern direction above Rostock, Germany (54◦N, 12◦E) on
10 July 2015 at 23:46 LT, solar elevation -12.3◦. NLC are ice clouds formed in the MLT region at around 83 km alti-
tude during the summer months when temperatures fall below ∼ 145 K. When ice particles have grown to radii
& 20 km they can reflect light from the sun below the horizon to a ground observer at mid-latitudes, making
them shine at night. CC BY-NC 4.0

The radar echoes associated with PMSE hence give
an indication of temperatures below the frost point,
even in the absence of other observations. It must
be noted though that low temperatures are only
a necessary, but not sufficient, criterion for the
observation of PMSE. The absence of PMSE must
therefore not necessarily mean that temperatures
are too high, but could be caused by a lack of free
electrons or turbulence.

Observations of mesospheric ice particles are pre-
sumably the longest lasting observations in the MLT
region. Trends analyses of their occurrence rates
and geographic extension can, therefore, be used
to study the long-term evolution of temperatures
in the upper middle atmosphere [e.g., DeLand et al.,
2006, 2007]. Observations of the onset of ice par-
ticles in early summer measured as PMC or PMSE
have furthermore been used to investigate the
transition from the winter to the summer state of
the polar MLT [e.g., Karlsson et al., 2011]. However,
as Sections 15 to 18 of this thesis show, processes
are more complicated than previously assumed.

Heterogeneous chemistry of mesospheric ice

Ice particles in the MLT region interact with am-
bient chemical species. They can act as catalysts
and change the composition of trace species, in
particular of oxidants such as atomic O, O3, and
HOx [Thomas, 1991]. Most importantly in the scope
of this thesis, ice particles heterogeneously inter-

act with the gas-phase mesospheric metal layers
and can cause a scavenging uptake effect, lower-
ing metal atom densities [e.g., Plane et al., 2004;
Lübken and Höffner, 2004; Gardner et al., 2005].

Gardner et al. [2011] proposed this interaction as a
qualitative explanation for differences in Fe layer
observations at two Antarctic stations. However,
to employ mesospheric metal layers for analytic
purposes, the uptake effect needs to be quantita-
tively understood. Changes in metal layer densities
can otherwise not be attributed to transport and
dynamic displacements, temperature dependent
(homogenous) gas-phase chemistry, or interactions
with reactive species and charge transfer effects.

Laboratory and model investigations indeed point
to discrepancies to the reported Fe layer deple-
tions. The uptake coefficient of Fe atoms (but not
K and Na atoms) on cubic ice has been shown to
decrease at very low temperatures [Murray and
Plane, 2005], and a dominating effect of transport
processes for the seasonal variation of the meso-
spheric Na layer has been shown in model calcu-
lations [Marsh et al., 2013b]. Observations by Viehl
et al. [2015, 2016b], presented in Sections 9 to 11
of this thesis, investigate these effects further and
conclude that the ice particle uptake effect is negli-
gible for the mesospheric Fe layer.
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2 Mesospheric metals

Layers of metal atoms are created in the MLT
region as a result of meteoric ablation. They
can be efficiently probed by resonance lidars
to determine ambient temperatures with high
accuracy and resolution. The observation of
metal densities further allows the investigation
of the physics and chemistry of the MLT region,
providing information about cosmic dust input,
middle atmosphere dynamics, ionospheric
physics, fundamental chemical reactions, and
the formation of meteor smoke particles influ-
encing the nucleation of clouds in the middle
atmosphere. It is important to understand the
morphology and the chemical properties of the
metal layers in more detail to achieve these
goals.

When meteoroids enter Earth’s atmosphere, they
vaporise in the altitude region of the MLT due to
frictional heating. The process of thermal ablation
creates layers of the elements most prevalent in
cosmic dust particles (the metals Fe, Mg, Na, K, and
Ca as well as the metalloid Si) in atomic form [e.g.,
Vondrak et al., 2008].

J. M. C. Plane and coworkers have published a series
of comprehensive reviews of mesospheric metal
studies since 1991 [Plane, 1991, 2003; Plane et al.,
2015]. The following sections give a brief summary
of some important aspects of the origin, chemistry,
physics, and observations of mesospheric metals
with an emphasis on the Fe layer.

History of observation

Discovered by Slipher [1929] through the Na D-line
emissions (32PJ − 32S1/2) at 589 nm in the atmo-
spheric nightglow, mesospheric metals were first
studied with photometers [Hunten, 1954; Hunten
and Godson, 1967] and then with resonance lidar
systems (historically called “laser radars”) [Bowman
et al., 1969]. Lidars proved to be advantageous due
to their much higher spatial and temporal resolu-
tion as well as longer possible measurement dura-
tions than passive photometers, which can only op-
erate during twilight. Moreover, lidar systems soon
became able to determine temperatures through
the probing of the metal atoms’ hyperfine structure,
and the derivation of the Doppler broadening of
the resonance lines [Gibson et al., 1979; Fricke and

von Zahn, 1985; Neuber et al., 1988]. A prime objec-
tive since then has been to develop more sophisti-
cated lidar systems and acquire even more precise
temperature measurements. Today, resonance lidar
systems are the most accurate instruments for con-
tinuous MLT temperature measurements with high
temporal and spatial resolution [e.g., Lübken et al.,
2015].

2.1 Scientific interest

Several scientific topics and physical properties
are related to the observations of mesospheric
metals. Some important aspects are summarised
here. In summary, the investigation of the metal
layers can significantly improve our understanding
of the thermal, chemical, and dynamic state of the
MLT region, and thus the whole atmosphere. Fur-
thermore, many interactions with the neutral and
ionised atmosphere, as well as cosmic influences,
can be investigated. However, a more detailed un-
derstanding of all processes involved is required.
Parts of this thesis aim to improve our knowledge
of the MLT region by gaining new insights about the
mesospheric metal layers.

MLT temperatures

A major driver in the development of resonance
metal lidars has been the need to derive temper-
atures in the otherwise inaccessible but important
MLT region of the atmosphere. These temperature
measurements have been very successful and pro-
vided deep insight into the structure of the MLT
region and its dynamics [e.g., von Zahn et al., 1996b;
Lautenbach et al., 2008; Lübken et al., 2011; Kopp
et al., 2015].

Cosmic dust evolution and atmospheric input

By comparing the abundances of various metals in
the MLT, the composition and evolution of cosmic
dust can be investigated. Lidar flux measurements
of mesospheric metals are a promising approach to
determine the absolute amount of meteoric input
[Gardner et al., 2014; Huang et al., 2015]. However,
these measurements require certain assumptions
concerning the unknown vertical eddy diffusion
coefficient, mean vertical winds, and the techni-
cal performance of the laser. Additionally, small
metal layer density fluctuations on the order of
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the laser sampling frequency can cause non-linear
deviations from the mean state. An improved un-
derstanding of these processes is required.

MLT dynamics

Metal densities can be observed with much higher
sensitivity and over a much larger altitude range
than temperatures or winds in the MLT region.
Metal layers have therefore been used to inves-
tigate transport processes and wave phenomena
[e.g., Eska and Höffner, 1998; Fricke-Begemann
et al., 2002; Fricke-Begemann and Höffner, 2005;
Marsh et al., 2013b; Suzuki et al., 2013] and have re-
vealed unexpectedly strong tidal variations [Lübken
et al., 2011], see Section 12.

Gravity wave analyses in the MLT have been suc-
cessfully performed using NLC observations [Kaifler
et al., 2013; Ridder et al., 2016]. However, these ice
clouds are only available during the 2 or 3 coldest
summer months. In contrast, it is possible to ob-
serve metal layers all year round, and the bottom-
side of the metal layers is very sensitive to gravity
wave distortions [Viehl et al., 2016a].

Lidar observations of metal layers can therefore
significantly increase the capabilities to study dy-
namic features. However, metal atoms are not pas-
sive tracers but are subject to a variety of tempera-
ture-dependent chemical reactions (see review by
Plane et al. [2015] and the following Sections). It is
therefore necessary to gain a thorough understand-
ing of these chemical processes through laboratory
studies and combining lidar density observations
with the appropriate theoretical modelling.

Abundances of important reactive species

Mesospheric metals interact with reactive species
such as atomic O and O3. These species are impor-
tant for the radiative budget of the MLT but cannot
be easily measured [Feofilov and Kutepov, 2012].
By observing metal densities, and combining the
observations with model calculations, it might in
the future be possible to derive concentrations of
atomic O and O3. Calculating the abundances in
this way would improve the understanding of the
representation of reactive species in models as well
as the influence on the radiative budget of the MLT.

Nucleation of meteor smoke particles

Some of the metal compounds chemically created
in the MLT condensate to so-called meteor smoke
particles (MSP). These particles are slowly trans-
ported to the surface of the Earth and act as nuclei
for clouds in the middle atmosphere [e.g., Hunten
et al., 1980; Megner and Gumbel, 2009]. The for-
mation of MSP is still not well understood, but the
investigation of the metal layers is a crucial step in
the process [Plane et al., 2015].

Ionosphere physics

Ionised metal species are strongly related to spo-
radic E layers (ES ) in the ionosphere [Delgado et al.,
2012]. ES are thought to be constituted from posi-
tively charged Fe and Mg ions, interacting with the
Earth’s magnetic field and gravity waves or wind
shear [MacDougall et al., 2000]. These transient
ionisation enhancements influence long distance
HF radio communication and can also have an ef-
fect on the transmission of GPS signals. However,
the formation process of ES is not yet well under-
stood. The phenomenon cannot be predicted ac-
curately, although a relationship to solar thermal
tides is known [e.g., Haldoupis et al., 2004; Pignal-
beri et al., 2014]. Sporadic layers appear in Fe lidar
observations. Sporadic or sudden Fe layers (FeS )
have been observed to occur with surprising regu-
larity by the mobile IAP Fe lidar at Davis, Antarctica
(69◦S). The phenomenon has also been observed
at ALOMAR, Norway (69◦N), but less often. This is
briefly addressed in Section 25.

Chemical reaction rates

The metal layers experience a variety of changes
through different interactions (chemistry and pho-
tochemical effects, ionisation, transport dynamics).
This allows investigation of chemical reactions by
analysing high-resolution observations. Viehl et al.
[2016a] correlate the change in an external variable
(solar insolation) with observed changes in metal
layer density. The authors thereby derive chemical
reaction rate coefficients which had so far not been
deducted successfully in laboratory studies, see
Sections 5&6.
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2.2 Origin

Mesospheric metals are created by the meteoric
ablation of cosmic dust particles (meteoroids). The
two primary cosmic dust sources are collisions be-
tween asteroids in the asteroid belt between Mars
and Jupiter as well as the sublimation of comets
approaching the Sun [Ceplecha et al., 1998]. The ex-
act amount of the daily cosmic dust input into the
Earth’s atmosphere is unknown and current esti-
mations range from 5× 103 kg d−1 to 2.7× 105 kg d−1

globally [Plane, 2012]. However, it is known that
the constant background stream of sporadic me-
teoroids entering the atmosphere every second
causes a much larger average mass influx than even
strong meteor showers such as the Perseids and
Leonids [Höffner at al., 1999; Höffner and Fried-
man, 2004; Nesvorný et al., 2010]. Most of these
constantly entering small meteoroids have masses
in the range of 10−12 g to 1 g. Of those, particles of
around 10µg and a diameter of ∼200µm provide
the largest contribution to the daily mass input
[Plane, 2012].
Meteoroids entering the atmosphere exhibit very
high velocities between 11.5 kms−1 for particles
in the same orbit as the Earth, and 72.5 kms−1 for
particles in a retrograde orbit [Baggaley, 2002].
Significant frictional heating due to collisions with
air molecules then occurs at these velocities when
the particles encounter pressures of ∼0.001 hPa
at around 90 km altitude. Temperatures above the
melting point of ∼1 800K are reached, causing the
particles to evaporate and create layers of atomic
metals [Vondrak et al., 2008]. Particles with a mass
of less than 10−5 g fully ablate in this process, and
only larger particles are deposited on the surface
as meteorites [Flynn, 2002].
A variety of meteorites are found on Earth, but it
is generally assumed that a majority of the mete-
oroids entering the atmosphere have a composition
of ordinary chondrites similar to the orthosilicate
olivine, i.e. a complete solid solution from forsterite
(Mg2SiO4) to fayalite (Fe2SiO4) [Anders and Ebihara,
1982; Plane, 2012]. Hence, the metals Fe and Mg
(as well as the metalloid Si) are expected to be the
most abundant ablated species in the MLT region,
with important minor constituents Al, Ca, Na, Cr, K,
Mn, and Ni at a mass ratio of 5–10% relative to Si
[Alpers, 1993a]. Element ratios satisfactorily match-
ing some of these model predictions have been
found in various studies [Plane, 2003].
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Figure 4:Model calculations of total meteoric in-
jection rates for a distribution of chondritic mete-
oroids. The most abundant species are Fe, Mg, and
Si. The peak of Fe ablation is calculated to occur
around 85 km altitude. Adapted from Vondrak et al.
[2008, Fig. 11], CC BY 3.0.

Figure 4 shows results of the Chemical Ablation
Model (CABMOD) by Vondrak et al. [2008] for ex-
pected meteoric injection rates of chondritic me-
teoroids with masses from 5× 10−18 g to 5× 10−3 g
entering the atmosphere at velocities of 11.5 kms−1

to 72.5 kms−1. The peak injection rates of the abun-
dant elements are calculated to occur around 85 km
altitude. The shape of the resulting atomic layers
will have a slightly different altitude distribution,
as the elements are not only subject to dynamic
transport and mixing processes, but also to rapid
chemical reactions [e.g., Alpers et al., 1993b].

2.3 Chemistry

Nearly all results presented in this thesis have been
obtained from the analysis of Fe lidar observations.
A brief introduction to the basic gas-phase chem-
istry of mesospheric Fe (see Figure 5) will allow a
better understanding of these results. The follow-
ing simplified discussion follows a more detailed
analysis by Plane et al. [2015] and focusses on the
aspects relevant to this work.
Laboratory studies have provided a broad insight
into many of the relevant reactions shown in Fig-
ure 5 and determined most of the reaction rate co-
efficients [e.g., Plane, 2003; Self and Plane, 2003].
The important rate coefficients corresponding to
the reactions are listed in Appendix B on page 59.
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Fe ion-molecule chemistry

Meteoric ablation creates Fe and Fe+, with ionisa-
tion probabilities ranging between 2% and 80% for
meteoroids entering at velocities between 15 kms−1

and 70 kms−1, respectively [Vondrak et al., 2008].
Fe can further be ionised to Fe+ by charge transfer
with NO+ and O +

2 .
Fe+ can react with O2 and O3 to form FeO +

2 and
FeO+, respectively. However, the reaction with O2 re-
quires a third body and is thus pressure-dependent.
Reaction with O3 therefore dominates in the lower
ionospheric E region [Plane et al., 2015]. The abun-
dance of FeO+ is controlled by reaction with atomic
O, which recycles the oxide back to Fe+. The ratio
[O]/[O3] therefore controls the abundance of the
ionospheric species. As [O]/[O3] is ∼100 at 90 km
and increases rapidly with altitude, the lifetime
of the ionic species increases from a few min-
utes at 90 km to several days above 100 km. [Plane
et al., 2015]. Consequently, FeO+ becomes a sig-
nificant ionic reservoir at higher altitudes. This is
important, as FeO+ can be converted to Fe by re-
combination with e – a lot more efficiently than
Fe+ [Bones et al., 2015]. Only the efficient pathway
FeO+ + e – −−−→ Fe + O can explain the fast recombi-
nation of Fe-containing ions in descending sporadic
layers, which can cause strong sudden increases
within the metal layer [MacDougall et al., 2000].

Neutral Fe chemistry

Neutral Fe atoms in the MLT region rapidly react
with O3. The lifetime of a neutral Fe atom at 90 km
altitude against this oxidation to FeO is on the or-
der of 20 seconds. However, the oxide is recycled
back to Fe at nearly every collision with atomic O
[Plane et al., 2015]. As [O] is generally more abun-
dant than [O3] by 1 to 2 orders of magnitude at the
peak of the layer at around 87 km, the turnover life-
time is quicker than the subsequent higher oxida-
tions to FeO2 and FeO3 (Figure 5 and Table 1). While
some higher oxides continuously form, the major-
ity of Fe atoms will hence usually be present in the
neutral atomic form.

Reaction with H2O creates Fe(OH)2 from both FeO
and FeO3, although the second pathway is much
more efficient (Figure 5 and Table 1). Subsequent
reaction of Fe(OH)2 or FeO3 with atomic H creates
FeOH. Self and Plane [2003] conclude that FeOH
appears to be the most significant reservoir for
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Figure 5: Simplified chemistry schematic of Fe in
the MLT region following Plane et al. [2015]. Me-
teoric ablation creates layers of Fe and Fe+ which
react with the neutral and ionised atmosphere,
forming oxides and hydroxides. The reactions are
temperature dependent and governed by the abun-
dance of atomic oxygen, which further controls the
abundances of the reactants [O3] and atomic [H].
The meteoric influx (source) is compensated by the
removal (sink) of Fe atoms through the conden-
sation of meteoric smoke particles (MSP) such as
goethite (α−FeOOH), hematite (Fe2O3), pyroxene
(FeSiO3), and fayalite (Fe2SiO4). CC BY 4.0

Fe atoms, as the reaction back to Fe has a much
higher activation energy than the reactions creating
FeOH, and is thus slower in the cold MLT region.
The reaction further requires atomic H which is
present only at abundances of around 1% of atomic
O [Plane et al., 2015]. However, Viehl et al. [2016a]
show that this conclusion is only true under night-
time conditions, as the photolysis FeOH + hν −−−→
Fe + OH is very efficient (Sections 5&6).

The equilibrium between all reactions depends on
the ambient temperature and the abundances of
atomic O and H as well as O3. Furthermore, merid-
ional and vertical transport processes can cause
considerable deviations from one-dimensional
considerations [Marsh et al., 2013b]. Additionally,
the Earth’s magnetic field can concentrate ionised
species in certain regions [e.g., Höffner, 1994] and
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recombination can then create sudden enhance-
ments in density [MacDougall et al., 2000; Bones
et al., 2015]. However, for a given set of atmospheric
conditions, mean abundances can be calculated by
3D atmospheric chemistry models employing the
reaction rate coefficients in Appendix B.

Figure 6: Number densities of Fe, Fe+, and impor-
tant oxides and hydroxides. Below 90 km altitude,
FeOH is the dominant reservoir from which Fe can
be released. At higher altitudes Fe+ dominates.
Model output of WACCM-Fe. Reproduced from Feng
et al. [2013, Fig. 5], CC BY 3.0

Figure 6 shows mid-latitude model calculations by
the Fe chemistry version of the Whole Atmosphere
Community Climate Model (WACCM-Fe) which was
developed by Feng et al. [2013]. The peak of the Fe
layer (black) occurs around 87 km altitude. Above
the peak of the layer, Fe+ (navy blue) is the dom-
inant species. Below the layer peak, FeOH (ma-
roon) is the main reservoir from which Fe can be
released, exceeding the abundance of FeO3 (red) by
at least an order of magnitude. The creation of the
dimer (FeOH)2 (medium blue) is parameterised to
occur with high efficiency upon every collision of
two FeOH molecules. The model treats the dimer as
an inert sink, accumulating to lower altitudes.

Although the chemistry of other meteoric metals is
similar to Fe in many respects, some aspects differ
considerably, in particular for K [Plane et al., 2014].
However, only Section 13 of this thesis briefly deals
with K and a detailed understanding of its chem-
istry is not required in that context. For an in-depth
discussion of K and other metals refer to the review
by Plane et al. [2015] and the references therein.

Meteor smoke particles

Figure 5 shows that the nucleation of stable metal
oxides and hydroxides (orange boxes) balances the
meteoric input of the metal layers. Such particles
formed from meteoric metals have become known
as “meteor smoke particles” (MSP) [Hunten et al.,
1980]. MSP are important as nucleation seeds for
polar mesospheric clouds in the mesopause region
[Turco et al., 1982; Gumbel and Megner, 2009; Saun-
ders et al., 2010]. On average, it takes the particles
around 4 years to reach the Earth surface [Plane
et al., 2015]. During winter, however, the residual
circulation can rapidly funnel MSP down to the
stratosphere, where they reside in the air masses
encircled by the polar vortex. Primarily within the
stratospheric polar vortex, the particles are thought
to interact with sulphuric acid and nitric acid, re-
moving the vapours from the gas phase [Mills et al.,
2005; Saunders et al., 2012; Frankland et al., 2015].
Hence, MSP may be not only important condensa-
tion nuclei for polar mesospheric ice particles (e.g.,
noctilucent clouds) but also for polar stratospheric
clouds (nacreous clouds).

While investigating MSP nucleation pathways for Fe
species, Saunders and Plane [2006] note that FeOH
can be oxidised by O3 to form anhydrous iron(III)
oxide-hydroxide (FeOOH), see Section 7. The crys-
talline form α−FeOOH (goethite) has been identi-
fied by Rietmeijer [2001] as one of the most plausi-
ble candidates for MSP. Fe can also form α−Fe2O3
(hematite) and add to silica particles and be het-
erogeneously oxidised to FeSi2O6 (pyroxene) and
Fe2SiO4 (fayalite) [Self and Plane, 2003]. A possi-
ble further sink for Fe is the dimerisation of FeOH,
whereafter (FeOH)2 could be picked up by other
embryonic MSP.

However, several factors about the nucleation of
MSP are still largely unknown. For example, the
oxidation of FeOH to form goethite has not yet been
investigated under laboratory conditions. A better
understanding of these processes is required and
can be achieved through further laboratory studies
and via the comparison of lidar observations and
3D model calculations.

2.4 Spectral properties and observations

Even the more abundant mesospheric metals have
relatively low absolute number densities of around
5×102 cm−3 to 5×104 cm−3 compared to the am-
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bient atmosphere (∼6×1014 cm−3 to 1×1012 cm−3

in the MLT between 75 km and 110 km altitude).
However, their extremely large resonant scatter-
ing cross-sections allow efficient detection with
ground-based lidar systems [Alpers et al., 1990;
Gardner, 2004]. Atomic Fe is particularly suited for
year-round observation for a variety of reasons:

First, Fe exhibits high abundances in the MLT re-
gion, matched only by Mg and Si [Plane, 1991].
Second, the lower atmosphere is relatively trans-
parent for the strong Fe resonance lines at 386 nm
and 372 nm with a transmissivity of around 35%.
In contrast, the resonance lines of Mg at 285 nm
or 203 nm, and Si at 251 nm or 221 nm are located
in the Hartley bands. They are fully absorbed by
atmospheric O3 and can only be observed from
satellites [Alpers, 1993a; Langowski et al., 2015].
Third, the linewidth of the resonance scattering of
Fe is a lot narrower than the dominant resonance
lines of Na at 589 nm or K at 770nm, for three rea-
sons: (a) the Doppler broadening is wavelength
dependent and hence comparatively smaller at
lower wavelengths, (b) Fe exhibits a much nar-
rower hyperfine structure than the alkali metals,
and (c) the isotope broadening is weaker for Fe
[e.g., Lautenbach and Höffner, 2004; Höffner and
Fricke-Begemann, 2005]. Narrower optical filters
can therefore be used to observe Fe, which reduces
the solar background detected and increases the
overall daytime signal-to-noise ratio (SNR) of Fe
over Na and K. Finally, the Fe resonance at 386nm
is located in a particularly deep Fraunhofer line, at
which the solar flux is considerably low. This fur-
ther reduces the solar background and increases
the SNR, in particular during daylight conditions
[Höffner and Lautenbach, 2009].

The peak scattering cross-section of Fe is approx-
imately an order of magnitude lower than that of
Na [Gardner, 2004]. However, because of the rea-
sons listed above, Fe can be observed with a much
higher SNR overall. The mesospheric Fe layer has
consequently been investigated by several ground-
based lidar systems, providing a variety of insights
into the physics and chemistry of the MLT region
[e.g., Alpers et al., 1990; Lautenbach et al., 2005;
Gardner et al., 2011; Chu et al., 2011b; Viehl et al.,
2015].

While Fe is particularly suited to determine tem-
peratures thoughout the full diurnal and seasonal
cycle, other metals (mainly Na and K) have also
been observed with lidar instruments in order to

obtain density and night-time temperature mea-
surements [e.g., Clemesha et al., 1982; von Zahn and
Höffner, 1996a; Höffner and Friedman, 2005; Höffner
and Lübken, 2007]. Additionally, satellite obser-
vations of metal densities (Na, Mg, and K) became
available through analyses of OSIRIS/ODIN as well
as GOMOS and SCIAMACHY/Envisat measurements
[Fussen et al., 2004; Scharringhausen et al., 2008;
Dawkins et al., 2014; Langowski et al., 2015]. These
observations can provide a unique near-global im-
age of the metal layers and continuous climatolog-
ical records. However, a fundamental limitation of
satellite observations is their reduced vertical and
temporal resolution. Several satellite experiments
such as OSIRIS/ODIN can provide individual pro-
files with higher resolution, but published global
data is often limited to a spatial resolution of about
10◦ (geographical) and ∼1.7 km vertically, as well as
1-month averages [e.g., Fussen et al., 2010].
The best overall picture of the mesospheric metals
can, therefore, be obtained by combining high-
resolution lidar measurements with global-scale
satellite observations, and by interpreting the ob-
servations with models such as WACCM-Fe [Feng
et al., 2013].

3 The mobile IAP Fe lidar

The mobile IAP Fe lidar is an instrument for
middle atmospheric temperature, metal atom
density, and aerosol measurements. The main
operational principle is based on an Alexan-
drite ring laser system scanning the Doppler
broadened Fe resonance line at 386 nm. The
precise high-power laser, a narrow field-of-
view, and high-resolution optical filters allow
high accuracy observations of MLT tempera-
tures, Fe densities, and NLC in full daylight.

The Leibniz-Institute of Atmospheric Physics at the
University of Rostock (IAP) in Kühlungsborn, Ger-
many, has developed and operates a transportable
Fe resonance lidar (mobile IAP Fe lidar) for MLT re-
search. Measurements with this system provide the
primary dataset analysed in this thesis. This section
briefly summarises some technical details about
the system and the data retrieval.

The first transportable lidar of this kind has been
built into an insulated single customised 20’ ship-
ping container suitable for polar expeditions (Fig-
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Figure 7: The mobile IAP Fe lidar at Davis, Antarc-
tica (69◦S) in March 2011. The system is housed in
a single insulated 20’ container, designed to be
transported to remote polar regions. CC BY-NC 4.0

ure 7) at the University of Bonn in 1989. Since then
it has continuously undergone a series of substan-
tial and incremental improvements [e.g., Höffner,
1994; Schmitz, 1994; von Zahn and Höffner, 1996a].
The system has been operated by IAP since 1994
and measuring on an Fe line since 2004 [Lauten-
bach and Höffner, 2004]. Nearly background-free
MLT measurements with high accuracy are possi-
ble due to the unique combination of diffraction
limited high power laser, active beam stabilisation,
narrow telescope field of view, and narrowband
detection optics as well as real-time signal pro-
cessing.

3.1 Laser system

At its core the system uses an Alexandrite ring
laser with two flash lamp pumped chambers op-
erating at 33Hz pulse repetition rate [e.g., Schmitz,
1994; Schmitz et al., 1994] (see Figure 8 for a sim-
plified schematic). The unidirectional Q-switched
laser achieves a spectral bandwidth of less than
20MHz with nearly 100% of the pulses in TEM00
mode [Lautenbach and Höffner, 2004]. The funda-
mental wavelength of the Alexandrite ring laser is
tuned to 771.9820nm (in air; hereafter: 772 nm) by
injection seeding of a tunable distributed feedback
(DFB) diode laser.

An external-cavity Lithium triborate (LBO) non-
linear crystal is then used as a frequency doubling
unit, generating the second harmonic wavelength.
The lidar can thereby probe the a5D4 → z 5D04
transition of the neutral Fe atom at 385.9910nm (in
air; hereafter: 386 nm) [Lautenbach and Höffner,

2004]. The mobile IAP Fe lidar can be operated at
pulse energies between 100 and 140mJ. Measure-
ments are commonly performed at around 120mJ
to optimise between signal strength and optical
deterioration.
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Figure 8: Simplified schematic of the mobile IAP
Fe lidar’s Alexandrite ring laser system at 772 nm
with two pump chambers (P1&P2), Faraday isolator
(FI), Q-switch (QS) with single mode device (SMD),
and a Lyot filter (LF) for intra-cavity mode tuning.
The ring laser is injection seeded by a distributed
feedback (DFB) laser. A spectrum analyser system
examines each pulse and compares the frequency
to a Rb saturation spectroscopy. An LBO crystal is
used for the second harmonic generation to the Fe
resonance line at 386 nm. CC BY 4.0

The DFB seeder laser is then continuously scanned
in a range of ±600MHz (±1.2 pm at 772 nm) to probe
the Doppler broadening of the resonance scatter-
ing on the order of the FWHM of the Fe line width
(±1 000MHz, i.e. ±0.5 pm at 386nm) [Höffner and
Lautenbach, 2009]. Due to effects inherent to all
solid state laser systems (e.g., thermal lensing), the
resulting frequency of the ring laser differs from
the injection seeded frequency. A patented spec-
trum analyser system therefore measures the fre-
quency and the mode structure of each laser pulse
in real time [Höffner, 2015]. Each emitted pulse is
compared to a compact Rubidium saturation spec-
troscopy unit with a resolution better than 100 kHz
(�0.0002pm at 772 nm) and the signal recorded.
The signals of pulses not in TEM00 mode are dis-
carded from the measurements.
The pulsed laser is vertically emitted into the at-
mosphere. A telescope retrieves the scattered light
and transfees it to a detection bench. The altitude
resolution is given by the time delay of the light de-
tection, with photons from the MLT region arriving
approximately 0.5–0.7ms after their emission.
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3.2 Telescope

The system is equipped with a Newtonian telescope
composed of a purpose made 80 cm parabolic pri-
mary mirror with a focal ratio of f /2.4 and a flat
secondary mirror with R≈90%. The primary mir-
ror is made from Aluminium coated Zerodur with
R≈86% at both 386nm as well as 772 nm and a
surface quality better than λ/10, enabling good
preservation of the Gaussian beam. The retrieved
light is directly focussed into an optical fibre at the
focal point of the telescope and guided to the de-
tection bench (right panel of Figure 9).

An additional camera system operating at f,1 be-
hind the secondary mirror uses ∼10% of the sig-
nal to determine the walk-off of the laser beam in
the field of view (FOV). The offset is fed back to a
piezo mounted mirror of the main laser. This setup
can stabilise the laser at the pulse repetition rate
of 33Hz and minimise the impact of tropospheric
turbulence and other disturbances on the signal
[Eixmann et al., 2015].
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Figure 9: (left) Interior of the mobile IAP Fe lidar
container: the Alexandrite ring laser table and
electronics system shelf. (right) Schematic of the
Newtonian telescope system. Both wavelengths are
directly focussed into an optical fibre. A camera
system behind the secondary mirror analysis about
10% of the detected light to stabilise the laser in
the field-of-view. CC BY 4.0

The telescope’s narrow FOV of ∼60µrad is an es-
sential component of the system’s daylight capabil-
ity as it reduces the total background radiation re-
ceived [Höffner and Lautenbach, 2009]. It is further-
more optimised to the divergence of the diffraction
limited laser. This results in the highest signal-to-
noise ratio (SNR) possible with the outgoing laser
power. A further reduction of FOV and laser diver-
gence would decrease the signal strength due to

seeing which depends on atmospheric turbulence
and cause local saturation in the Fe layer [Alpers,
1993a]. The telescope system is nearly fully made
from carbon fibre materials to eliminate deforming
by temperature variations.

3.3 Detection bench

The optically sealed detection bench comprises
a spectral beam splitter and two separate detec-
tion branches for the UV and IR signals at 386 nm
and 772 nm (Figure 10). Both branches use two nar-
rowband plane-parallel Fabry-Perot interferom-
eters (etalons) with high finesse to separate the
retrieved signal from direct and diffuse solar as
well as other optical background radiation [Höffner
and Lautenbach, 2009]. The FWHM of the etalons
are 10 600MHz and as 4 200MHz at 386 nm (∼5.3 pm
and 2.1 pm), as well as 2 600MHz and 500MHz at
772 nm (∼5.2 pm and 1 pm). Additionally, interfer-
ence filters with a bandpass of <0.3 nm are used at
the detectors.
The narrow FOV of the telescope results in a small
divergence of the collimated signal, allowing to
parallelise the beam to a width of less than 18mm
and hence an overall very compact and efficient
construction of the detection optics. The near-
Gaussian beam quality results in an efficiency of
the etalons’ transmission and reflectivity of more
than 98%. The etalons are equipped with thermally
stable Zerodur spacers and are pressure stabilised
to the respective central frequencies. The IR chan-
nel additionally contains an actively stabilised con-
focal Fabry-Perot interferometer (CFPI) with a free
spectral range of ∼1 000MHz and a finesse 40 de-
signed to detect aerosols with high precision [Viehl,
2010].
High-performance photomultiplier tubes (PMT) and
avalanche photodiodes (APD) in Geiger-mode de-
tect the UV and IR signals, respectively [Höffner
and Lautenbach, 2009]. The PMTs and APDs are
specifically chosen to exhibit a dark count rate of
less than 20Hz. Hence, at an altitude resolution
of 200m and a pulse repetition rate of 33Hz the
dark count rate accounts for less than 0.1 counts
per altitude bin and 4000 pulses (∼2min). The de-
tectors are read out by a purpose built counter and
electronics system designed by IAP operating at
6MHz. The system creates around 50MB of data
per second overall which is compressed during the
hard drive writing process by a specifically devel-
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oped and patented packing algorithm to data files
of around 4MB per 2-Minute integration [Höffner,
2015]. A mechanical shutter wheel (chopper) with
4 wings rotating at ∼8000 rpm blocks the strong
Rayleigh and Mie signals of the lowest 14–20 km to
avoid blurring of the sensitive detectors. The cur-
rent setup of the chopper limits the overall detec-
tion altitude to ∼208 km. The data algorithm, how-
ever, currently only analyses files up to ∼145 km.
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Figure 10: Simplified schematic of the detection
bench of the mobile IAP Fe lidar. A chopper wheel
blocks the high signal of the lower atmosphere be-
fore the parallelised beam is split into a UV and
an IR branch. Both branches contain two etalons
(UV1/2, IR1/2) as well as several single photon de-
tectors (PMTs, APDs) to analyse each etalon’s filter
curve. The UV branch has an additional flip mirror
interference filter (IF) for daytime operation. The
IR branch uses as narrow confocal etalon (CFPI)
stabilised to a Rb saturation spectroscopy for high-
resolution aerosol detection. CC BY 4.0

Contrary to common Rayleigh-Mie-Raman (RMR) li-
dar systems, the Rayleigh scattering of the neutral
atmosphere (predominantly of N2 and O2) is cur-
rently not used to determine temperatures with the
mobile IAP Fe lidar. While this is technically pos-
sible and has been successfully demonstrated by
Kaifler [2014], the spectral properties of the laser
and the detection bench are not optimised for this
purpose. However, the exponentially decreasing
Rayleigh signal in the middle atmosphere is indi-
rectly used as an intensity reference for the reso-
nance backscatter from the Fe layer and the Mie
scatter of aerosols in the lower stratosphere.

3.4 Fe density retrieval

The retrieved lidar signal power needs to be com-
pared to the outgoing laser power, as well param-

eters of atmospheric transmission and atomic
backscatter, to determine absolute Fe densities
in the MLT region. As Alpers [1993a] has shown, the
Rayleigh signal in the stratosphere can be used
to normalise the outgoing laser intensity. This ap-
proach simplifies the wavelength dependent lidar
equation, as terms of the transmissivity of the at-
mosphere and the outgoing laser power can be
substituted by a term dependent on the Rayleigh
signal, assuming hydrostatic equilibrium. The de-
tected background intensity is simultaneously de-
termined at altitudes well above the Fe layer. With
the approach described by Alpers [1993a], the Fe
density can then be deduced from the lidar equa-
tion considering the remaining geometric factor
and atomic physical factors including Hanle ef-
fect, Zeeman effect, Stark effect, and isotopic ef-
fect. Metal lidars may suffer from the so-called
“saturation effect” and resonant extinction when
stimulated emission of an already excited Fe atom
occurs or emitted photons are reabsorbed within
the metal layer [e.g., Simonich and Clemesha, 1983].
However, while these effects need to be considered
for other metals such as K, they are negligible for
Fe at the power densities of the mobile IAP Fe lidar
[von der Gathen, 1990; Alpers, 1993a].
The measurement uncertainty depends on sev-
eral factors, including atmospheric seeing and the
intensity of the atmospheric (mainly solar) back-
ground radiation. However, it is roughly equal for
different densities at different altitudes within the
Fe layer. Typical uncertainties of the Fe density re-
trieval are on the order 2–5% at 1 km resolution and
15min integration.
The altitude resolution is given by the time of flight
measurement. The uncertainty of the altitude reso-
lution mainly depends on the trigger of the counter
electronics as well as detector dead time and is a
lot smaller than 25m.

3.5 Temperature retrieval

The mobile IAP Fe lidar determines MLT temper-
atures by spectrally scanning the Doppler broad-
ened resonance scattering of atoms in the Fe layer.
The raw data of 4 000 laser pulses (i.e. ∼2min in-
tegration at 33Hz) is integrated at an altitude res-
olution between 200–1 000m. Although the main
isotope 56Fe accounts for 91.72% of the abundance,
the isotopes 54Fe, 57Fe, and 58Fe also need to be
considered when analysing the combined spec-
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tral shape of the resonance scattering [Lauten-
bach and Höffner, 2004]. The filter function of each
etalon is determined during each measurement by
the mobile IAP Fe lidar at stratospheric altitudes
[Höffner and Lautenbach, 2009]. With the knowl-
edge of the combined theoretical spectrum of the
4 Fe isotopes, the laser linewidth as well as the
filter function, the Doppler broadening can then
be deconvoluted, giving a direct measure of the
kinetic temperature of the metal atoms [Höffner
and Fricke-Begemann, 2005]. As local thermody-
namic equilibrium (LTE) can be assumed to exist
throughout the atmosphere up to the turbopause
at around 107 km, this temperature corresponds to
the neutral gas temperature at the respective alti-
tude. Potential deviations from the LTE as well as
the hyperfine structure and the observed isotope
composition as well as higher order effects like the
relaxation pathway can be detected and considered
by the algorithm through the spectral analysis and
comparison with a theoretical model.

The photon statistic of the temperature retrieval
depends on several factors, including the outgoing
laser power, the atmospheric seeing, and the abso-
lute density of the Fe layer. The uncertainty at the
peak of the layer will therefore always be lower
than at the layer’s edges. Typical uncertainties
within the RMS width of the layer are on the order
0.5–1 K for mean daily temperatures and 2–5 K after
1-hour integration [e.g., Lautenbach and Höffner,
2004; Viehl et al., 2015]. A comparative study of Fe
and K lidars [Lautenbach et al., 2005] and compar-
ison of K lidars and falling spheres released from
sounding rockets [Höffner and Lübken, 2007] as
well as a comparison with SOFIE temperature ob-
servations by the AIM satellite [Stevens et al., 2012]
have shown the validity of the temperature sound-
ings. The low uncertainty and high spatial and tem-
poral resolution make the mobile IAP Fe lidar the
most accurate temperature sounding instrument
for the polar MLT region, in particular during the
crucial summer months with 24 h sunlight [Lübken
et al., 2015].

3.6 Aerosol retrieval

The mobile IAP Fe lidar can observe aerosols by de-
tecting and analysing the fundamental Alexandrite
wavelength at 772 nm and determining the peak of
the Mie scattering. Light of this wavelength is al-
ways simultaneously emitted, as the extra-cavity

frequency conversion to 386nm is never fully effi-
cient.

Contrary to the UV wavelength, the IR line does not
exhibit resonance scattering but only Rayleigh and
Mie scattering (in this context the term “Rayleigh
scattering” is used for the small particle approx-
imation of the Mie theory while “Mie scattering”
refers to the aerosol scattering of particles [e.g.,
van de Hulst, 1981]). As Viehl [2010] has shown, the
separation of the much narrower and more intense
Mie scattering (“Mie peak”) from the broader Ray-
leigh background can be performed by employing a
very narrow band CFPI. The CFPI can be stabilised
to the same Rb saturation spectroscopy that is
used to analyse the frequency of the emitted laser
pulse (see Section 3.1).

Using this method, common NLC can be detected
within 1 integrated profile (i.e. 2min of observa-
tions). The system can detect very faint NLC at 15
or 30 minute integration time. The probability of
missing an average NLC with a mean brightness
of� 1× 10−10m−1sr−1 and lasting for more than
10 minutes can be approximated to be less than
0.01%

In addition to the analysis at 772 nm, it is further
possible to deconvolve the components of Ray-
leigh, resonance, and Mie scattering of the re-
trieved spectra at 386 nm and determine aerosol
backscatter from this wavelength at MLT altitudes.
As both signals are independently recorded and
analysed, they can provide an independent con-
firmation of each other. The Mie scattering of the
NLC at 386 nm is higher than at 772 nm, and less
influenced by thin tropospheric clouds. However,
the detection with the CFPI at 772 nm has a much
larger SNR through the much stronger background
suppression. The high SNR makes the detection
of (a) smaller particles and especially (b) under
unfavourable measurements conditions such as
strong solar background or unfavourable atmo-
spheric viewing more accurate and efficient on the
IR wavelength. The aerosol (NLC) data presented
in this thesis has been obtained with the CFPI at
772 nm.
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4 Measurement campaigns

The mobile IAP Fe lidar has been in operation
at Davis, Antarctica (69◦S) from 2010–2012 and
at ALOMAR, Norway (69◦N) from 2008–2009
and again since 2014. The measurements have
yielded a dataset of more than 4 800 hours
of temperature and Fe density observations
with unprecedented resolution and accuracy.
This unique dataset and the co-located op-
eration of further instruments present a rare
opportunity to study the polar MLT region.

The emphasis of this thesis lies on the analysis of
a new and unique set of lidar observations and
their comparison with other instruments and model
studies. This section provides an overview of the
two measurement campaigns, conducted respec-
tively in opposing polar regions, during which the
lidar data discussed in this thesis has been ob-
tained.

4.1 Davis, Antarctica (69◦S)

Davis is an Antarctic research station with year
round personnel, very good infrastructure for op-
erating a containerised instrument as well as tech-
nical and scientific support allowing continuous
measurements. The mobile IAP Fe lidar was trans-
ported to Davis (68◦34’35”S, 78◦58’20”E) in 2010. It
was operated there for slightly more than two years
in close collaboration with the Australian Antarc-
tic Division (AAD). Additionally, several other in-
struments for middle atmospheric research are
stationed at Davis. The resulting joint datasets of
various physical parameters can provide invaluable
insights for the understanding of the atmosphere at
different altitude levels.

Co-located instruments

Among the instruments operated at Davis are two
radars: a VHF mesosphere-stratosphere-troposphere
(MST) radar providing PMSE observations at 55MHz
[e.g., Morris et al., 2004; Alexander et al., 2013], and
an MF radar providing middle atmosphere wind
data at 1.94MHz [e.g., Murphy et al., 2006; Morris
et al., 2006; Murphy et al., 2012]. Furthermore, a
Lowe digisonde continuously records sporadic E
and F layers in the ionosphere as well as electron
density profiles from about 90 km upwards.

Davis Station
(69°S 78°E)

SMP

SP

Polar Stereographic Projection, True scale at 71° S
Produced by the Australian Antarctic Data Centre.
Coastline and contours from ADD v5
Published June 2009. Map Catalogue No: 13641

Ice shelf, ice tongue

180° 150°E

Figure 11: Davis is located on the coast of East
Antarctica, 2 381 km north of the Geographic South
Pole (SP) and approximately 2 500 km north of the
South Magnetic Pole (SMP). Adapted from Aus-
tralian Antarctic Data Centre Map No. 13641, CC BY
3.0 Commonwealth of Australia, 2009.

The AAD has been operating a Rayleigh-Mie-Raman
(RMR) lidar at Davis since 2005 [e.g., Klekociuk
et al., 2008]. The AAD RMR lidar has been record-
ing temperature and aerosol data from the tropo-
sphere up to the upper mesosphere. It has been
providing valuable statistics about the occurrence
of ice particles in the mesopause region (NLC) and
the stratosphere (Junge layer and Polar Strato-
spheric Clouds) as well as allowing temperature
and gravity wave analyses [e.g., Alexander et al.,
2011]. As for most RMR lidars, the temperature re-
trieval does not cover the mesopause region due
to the exponential decrease of neutral air density
and the resulting loss of signal towards higher alti-
tudes. A combination of RMR and metal resonance
lidars therefore enables the investigation of the full
temperature structure from the ground to the lower
thermosphere. Moreover, MLT temperature obser-
vations as provided by the mobile IAP Fe lidar can
improve the temperature retrieval of RMR systems
by setting an accurate initial temperature for the
downward integration [Gerding et al., 2008].

Further instruments installed at Davis are a scan-
ning Czerny-Turner hydroxyl (OH) spectrometer
(providing average temperatures in the OH layer
around 87 km during dark hours) [e.g., French and
Klekociuk, 2011] as well as a narrow-field Fabry-
Perot spectrometer (providing neutral thermo-

17



Introduction

spheric winds from observations of the Doppler
shift of auroral emissions) [e.g., Dhadly et al., 2015].
The Space Weather Services section of the Aus-
tralian Bureau of Meteorology (BOM) monitors the
geomagnetic activity with the Southern Hemisphere
Imaging Riometer Experiment (SHIRE) and a magne-
tometer at Davis [e.g., Morris et al., 2005]. The BOM
also launches standardised weather balloons with
radiosondes twice a day and operates two weather
stations at Davis and at Woop Woop, about 35 km
from Davis on the Antarctic plateau. A host of fur-
ther experiments are conducted at Davis but have
no direct relation to the middle atmospheric mea-
surements presented here.

Mobile IAP Fe lidar campaign

The mobile IAP Fe lidar was shipped to Hobart, Tas-
mania (43◦S) in August 2010 and loaded on board
the Australian icebreaker Aurora Australis in Octo-
ber 2010. After a 4 week journey through the South-
ern Ocean, the system was set up at Davis (69◦S) in
November and December 2010, commencing first
measurements in the MLT region on 14 December
2010 [Lübken et al., 2011]. Measurements continued
for more than 2 years until the end of the Antarctic
summer season 2012/2013. The very successful first
part of the campaign with considerably more mea-
surement hours than expected resulted in stronger
than usual deterioration of several laser compo-
nents. Major maintenance on the main Alexandrite
laser became necessary during the 2012 winter.
No measurements were therefore obtained be-
tween June–September 2012. With this exception,
the mobile IAP Fe lidar was in continuous oper-
ation whenever tropospheric weather permitted,
performing the last measurements on 31 December
2012 [Lübken et al., 2015].

The dataset obtained at Davis includes around
2 900 hours of high resolutive temperature and
Fe density measurements in the MLT region. Figure
42 in Appendix C shows the distribution of mea-
surements throughout the year and hours of the
day. All months of the year were covered during the
campaign, with a minimum of 129 hours obtained in
September and a maximum of 381 hours in January,
averaging around 241 hours per month. A slight
minimum of observations is apparent in the early
morning hours, mainly due to tropospheric weather
conditions and, to a smaller extent, due to opera-

Figure 12: Unloading of the 20’ shipping container
of the mobile IAP Fe lidar from the Australian ice-
breaker RSV Aurora Australis onto the fast ice at
Davis, Antarctica (69◦S, 78◦E). Photo courtesy of Dr
J. Höffner.

tor fatigue management considerations. However,
a substantial amount of measurements has been
obtained throughout all hours of the day, enabling
representative full diurnal analyses for all months.

Although it had been planned to recover the instru-
ment and the operator after the 2012 SH winter in
November 2012, an unusually warm spring, as well
as high quantities of dust, deteriorated the fast ice
much quicker than usual. Additionally, the Aurora
Australis encountered unexpectedly heavy pack ice
which delayed progress. By the time of the ship’s
arrival, the fast ice had deteriorated to such an
extent that no heavy cargo could be loaded. Weigh-
ing around 9000kg, the mobile IAP Fe lidar could
not be transported to the icebreaker by alterna-
tive helicopter slinging or other means. Hence, the
lidar container could only be recovered nearly 4
months later in the middle of summer once the sea
ice had cleared, which gave the opportunity for an
unplanned third season of measurements. As Sec-
tion 17 shows, this turned out to be a scientifically
very fortuitous coincidence, as the third season in
a row showed a markedly different temperature
structure in the MLT region compared to the previ-
ous two years [Lübken et al., 2015].

In early February, the mobile IAP Fe lidar container
was transported to the Aurora Australis via barge
transfer and shipped back to Australia and then
further to Kühlungsborn, Germany, where it arrived
for maintenance at IAP on 12 June 2013.
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4.2 ALOMAR, Norway (69◦N)

After thorough maintenance and upgrade of several
infrastructure components, the mobile IAP Fe lidar
container was transferred to the Arctic Lidar Obser-
vatory for Middle Atmosphere Research (ALOMAR)
in northern Norway in June 2014. ALOMAR is located
on top of the Ramnan mountain on the island of
Andøya (69◦16’42”N, 16◦00’31”E), 2 303 km south
of the Geographic North Pole and approximately
2 700 km south of the North Magnetic Pole.

Figure 13: The mobile IAP Fe lidar container at the
Arctic Lidar Observatory for Middle Atmosphere Re-
search (ALOMAR) on Andøya, Norway (69◦N, 16◦E).
Measurements at similar latitudes in the Arctic and
Antarctica allow a unique comparison of the differ-
ences and similarities of both hemispheres. Photo
courtesy of R. Wörl.

Co-located instruments

ALOMAR is mainly operated by personnel of the
Andøya Space Centre (ASC) in Andenes, Norway. The
observatory houses several instruments for mid-
dle atmosphere research. The largest and likely
most visible instrument at ALOMAR is the steer-
able double-beam ALOMAR RMR lidar with two
1.8m Cassegrain-design primary mirrors and a dual
Nd:YAG laser system. The ALOMAR RMR lidar has
been employed to study middle atmosphere tem-
peratures, NLC properties, stratospheric winds, and
gravity waves [e.g., Schöch et al., 2008; Baumgarten
et al., 2012; Hildebrand et al., 2012; Baumgarten et
al., 2015]. Further instruments at ALOMAR include
an ozone lidar as well as a Na lidar [e.g., Dunker
et al., 2015]. ASC personnel allow year-round opera-
tion of the instruments. Observations are routinely
conducted and supported by staff and students of

IAP, in particular at nighttime and during the sum-
mer months crucial for NLC observations.
ASC further operates a facility to launch atmo-
spheric sounding rockets. Sounding rocket cam-
paigns studying the dynamics and chemistry of the
MLT are frequently conducted [e.g., Lübken, 1999;
Rapp et al., 2012]. Lidar and rocket-borne mea-
surements have also been combined to validate
new measurement techniques and to provide more
accurate observations overall [e.g., Lübken et al.,
2016]. Further important instruments for middle
atmospheric research have been built close to ALO-
MAR and are operated by IAP personnel. The Middle
Atmosphere ALOMAR Radar System (MAARSY) is
a very recent and modern VHF radar operating at
53.3MHz. It is set up as an active phased array an-
tenna comprised of 433 three-element Yagi anten-
nas and provides, amongst other measurements,
PMSE data. The narrow-beam Saura MF radar sys-
tem operating at 3.17MHz provides wind and turbu-
lence parameters between 50 km and 94 km at an
altitude resolution of 1–1.5 km. Similarly to Davis,
the combined dataset of various instruments at
ALOMAR results in unique opportunities for atmo-
spheric research.

Mobile IAP Fe lidar campaign

Figure 42 in Appendix C shows the measurement
statistics of the mobile IAP Fe lidar at ALOMAR,
combined for the years 2008–2009 as well as since
July 2014. During the first deployment of the lidar
in 2008–2009, around 400hours of observations
were obtained at ALOMAR. Since July 2014, an ad-
ditional 1 500hours of Fe density and temperature
observations have been acquired, adding to a to-
tal of around 4 800hours in both hemispheres. The
measurement uncertainties at ALOMAR are equal to
those from the observations at Davis, Antarctica.
As for the measurements in Antarctica, the statis-
tics show a small decline in observations during
the early morning hours. Similarly to the condi-
tions at Davis, this is mainly caused by tropospheric
weather. However, on some occasions, measure-
ments efforts were hampered, as the system can-
not be operated entirely autonomously at ALOMAR
due to aviation safety considerations and technical
challenges. As ASC operators or IAP personnel are
not always available, especially during weekends,
public holidays and at night, valuable measurement
opportunities are so far occasionally missed.
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Summary of Results

The following Sections 5 to 18 summarise the
main results of this thesis published in peer-
reviewed journals. The individual chapters give
an overview of the previously existing knowl-
edge, the methods and results of the studies,
and the insights gained from the analyses.
Where applicable, some open questions or re-
lations to other studies are briefly mentioned.
Citations to papers authored by the candidate
are given in bold. For further details refer to
the manuscripts reprinted on pages 63 to 141.

5 Bottomside extension of the Fe layer
during daylight

The mesospheric Fe layer shows a pronounced
extension of the bottomside during periods
of daylight. Observations of this extension in
both hemispheres are quantitatively analysed.
A lower limit to the reaction creating Fe at the
bottomside is derived. The analysis suggests
that only the direct photolysis of FeOH can be
fast enough to explain the observations.

A regular downward extension of the mesospheric
Fe layer has been observed at ALOMAR, Norway
and McMurdo, Antarctica [Yu et al., 2012]. The phe-
nomenon is caused by solar irradiance: whenever
the MLT region is sunlit (solar elevation &−5◦), the
Fe layer shows a pronounced downward exten-
sion of the bottomside (Figure 14). Yu et al. [2012]
analyse the altitude change ∆z

∆t of a defined bot-
tomside contour at different times of the year and
demonstrate that this effect depends on the timing
of the solar irradiation. Self and Plane [2003] show
that iron(I) hydroxide (FeOH) is a significant reser-
voir for Fe at the respective altitudes below 90 km
(see Section 2). It is further known that FeOH can
react with H to form Fe [Plane et al., 1999]. Based
on these principles, Yu et al. [2012] give a qualita-
tive explanation of a possible chemical nature of
the bottomside extension, suggesting that the pho-
tolytic creation of H in the MLT and reaction with
FeOH could cause the observed behaviour.

Figure 14: The Fe layer at Davis, 69◦S (top) and ALO-
MAR 69◦N (bottom) during 3 cycles of sunrise and
sunset. The bottomside of the Fe layer is extended
whenever the MLT region is sunlit. Reprinted with
permission from Viehl et al. [2016a, Fig. 1], Copyright
2016 John Wiley & Sons, Inc.

A different quantitative approach can be made to
analyse the effect in more detail. Viehl et al. [2016a]
investigate the rate of increase ∆[Fe]

∆t at each alti-
tude rather than the altitude change of the defined
bottomside contour, thereby quantifying the rate
of increase of Fe at the respective time of appar-
ent sunrise. An example of the analysis is shown in
Figure 15. As Viehl et al. [2016a] show, a first approx-
imation to the reaction creating Fe can then be de-
rived by assuming a full conversion of the reservoir
FeOH to Fe. However, Fe is not only created but si-
multaneously rapidly oxidised via O3 and O2 to FeO,
FeO2 and FeO3, which then react with H2O and H to
Fe(OH)2 and ultimately back to FeOH again. The rate
determined from the observations, therefore, sets a
lower limit to the rate of the reaction producing Fe.
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Figure 15: Analysis of the bottomside extension. The
observed rate of increase sets a lower limit to the
photolysis coefficient. Reprinted with permission
from [Viehl et al., 2016a, Fig. 2] Copyright 2016 John
Wiley & Sons, Inc.

Viehl et al. [2016a] analyse all available cases of
the bottomside extension observed at Davis (69◦S)
and ALOMAR (69◦N), averaging the rates of increase
obtained at all altitudes and days to average out
the influence of gravity waves, which could distort
the analysis through quick vertical transport and
temperature changes. The analysis yields a rate of
increase larger than (1.2±0.4)× 103 s−1 and shows
that there is no discernible difference between the
hemispheres [Viehl et al., 2016a]. This rate is a lot
faster than what was expected of both the reac-
tions of FeOH with H as well as the direct photolysis
of FeOH. However, it was so far not possible to mea-
sure the photolysis rate J (FeOH) under laboratory
conditions. A value much larger than the low level
of J = 1× 10−5 s−1 hitherto assumed is well possible.
On the other hand, a discussion in the literature
shows uncertainty regarding the reaction rate co-
efficients and relative importance of the reactions
FeOH+H −−−→ Fe+H2O and FeOH+H −−−→ FeO+H2
[Jensen and Jones, 1974; Rumminger et al., 1999; Self
and Plane, 2003]. However, even the fastest as-
sumptions don’t seem to be able to reproduce the
observations as the modelling work by Feng et al.
[2013] shows. Hence, after the analysis of the li-
dar observations, it appears more likely that the
direct photolysis of FeOH causes the bottomside
extension instead of the reaction of FeOH with pho-
tolytically created atomic H.

A further indication of the relative dominance of
the direct photolysis of FeOH over the reactions
with H is the diurnal cycle of atomic H in the po-
lar summer MLT region. While H is mainly created
through photolysis of H2O at sunrise, its abundance
increases until sunset and only slowly decreases
thereafter with sufficient H for potential reaction
with FeOH remaining for several hours. As the bot-
tomside extension rapidly retracts at sunset, the
diurnal cycle of H argues against a dominating con-
tribution of the reactions of FeOH with H. However,
the abundance of ozone which is responsible for
the oxidation of Fe simultaneously increases at
sunset. As all reaction rates depend on the abun-
dances of several non-steady species, only a full
chemical model including all reactions and abun-
dances such as presented by Feng et al. [2013] can
quantitatively examine the relative importances
adding to the observed effect.
Section 6 examines the possible pathways from
FeOH to Fe closer and gives new insights on their
importance for the Fe chemistry in the MLT region.

6 Photolysis of FeOH and reactions
with H

The combination of mesospheric lidar obser-
vations, quantum chemical calculations, and
3D atmospheric modelling is used to derive a
photolysis rate. Two previously not well-known
reaction rate coefficients are re-evaluated.
Implementation of the new photolysis rate and
reaction rate coefficients markedly improves
the modelling of the mesospheric Fe layer.

Laboratory studies have provided a broad insight
into the gas phase metal chemistry of the MLT re-
gion [e.g., Helmer et al., 1998; Rollason and Plane,
2000; Self and Plane, 2003; Vondrak et al., 2006].
However, not all molecules have a suitable elec-
tronic transition for probing with laser-induced flu-
orescence, which means that some important and
relevant reactions with metal-containing species
cannot be directly investigated in the laboratory.
The recent use of photo-ionisation combined with
Time-of-Flight mass spectrometry has enabled
some new species to be detected, and their kinetics
studied directly [Goméz-Martín et al., 2015]. Nev-
ertheless, the photolysis rate of FeOH cannot cur-
rently be examined with either technique. It had
been assumed to be negligible and set to a low
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level of J (FeOH) = 1× 10−5 s−1 in atmospheric model
calculations [Feng et al., 2013; Plane et al., 2015].
Analyses performed by Viehl et al. [2016a] show
both that the photolysis of FeOH most likely causes
the bottomside extension and that the photolysis
rate seems to be larger than (1.2±0.4)× 10−3 s−1

(Section 5). Subsequently, Viehl et al. [2016a] per-
form quantum chemical calculations to test this
assumption and to determine a plausible value
of the photolysis rate. The range-separated CAM-
B3LYP functional introduced by Yanai et al. [2004]
is used with the 6-311+g(2d,p) basis set to optimise
the geometry of FeOH in the Gaussian 09 suite of
programs [Frisch et al., 2009]. The time-dependent
density functional method [Scalmani et al., 2006] is
then used to compute the necessary energy tran-
sitions to calculate the photolysis cross section
shown in Figure 16. The thermodynamic thresh-
old for FeOH had been determined to be at around
370nm [Schröder, 2008].
However, Viehl et al. [2016a] point to two pieces of
evidence that the broad band between ∼300nm
and 400nm most likely does not lead to photoly-
sis. First, FeOH has a very similar absorption cross
section to iron(I) chloride (FeCl) for which experi-
mental data is available for comparison and which,
moreover, is electronically analogous. It has been
observed that FeCl does not photolyse between
315 nm and 400nm, but to produce fluorescence
instead [Delaval et al., 1980; Lei and Dagdigian,
2000]. Second, the Mulliken electron populations
show that the excited states of FeOH remain ionic
like the ground state until the 8th and higher states
which are covalent in nature and more likely to
dissociate. This transition is calculated to occur at
300nm [Viehl et al., 2016a].
Allowing for a slight red-shift for internal excita-
tion, Viehl et al. [2016a] then integrate over the
absorption cross section and the solar flux from
150nm to 305nm, yielding a photolysis rate of
J (FeOH) = (6± 3)× 10−3 s−1. This is more than 500
times faster than previously assumed [Plane et al.,
2015]. However, it is only about 5 times larger than
the lower limit set by the analysis of lidar observa-
tions (Section 5) and hence constitutes a reason-
able result which can be tested further.
Viehl et al. [2016a] employ a recent 3D global atmo-
spheric chemistry model to test the implications
of the newly determined photolysis rate. On the
basis of the Whole Atmosphere Community Cli-
mate Model (WACCM), Feng et al. [2013] have de-

signed WACCM-Fe for the global investigation of the
mesospheric Fe layer. The background chemistry
scheme is based on that of Kinnison et al. [2007]
with the addition of more than 120 gas phase re-
actions [Plane et al., 2015]. The model further con-
siders the meteoric input through a combination of
a cosmic dust astronomical model with a chemical
ablation model [Fentzke and Janches, 2008; Plane,
2004; Vondrak et al., 2008]. More information on
the model can be found in Marsh et al. [2013a, b].
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Figure 16: Absorption cross section of FeOH as cal-
culated by hybrid TD/CAM-B3LYP density functional
theory. Wavelengths shorter than 305 nm lead to
photolysis. Reprinted with permission from Viehl
et al. [2016a, Fig. 3] , Copyright 2016 John Wiley &
Sons, Inc.

Viehl et al. [2016a] use the method of Merkel et al.
[2009] to increase the vertical resolution of WACCM-
Fe in the MLT region from ∼3.5 km to ∼0.5 km. This
is an important step to give a more accurate rep-
resentation of the crucial distribution of atomic H
and O at the bottomside of the Fe layer.
The results of the model simulations are compared
to lidar observations (black) in Figure 17. The exist-
ing model run by Feng et al. [2013] shows a slight
increase in Fe density during the day (red). How-
ever, absolute daytime densities are underesti-
mated compared to observations and high Fe levels
are predicted during the night, when no Fe is ob-
served by lidar. The increased model resolution
employed by Viehl et al. [2016a] results in a more
pronounced daytime enhancement and nighttime
depletion (orange). Nevertheless, the timing of the
observed increase is not captured well. When em-
ploying a photolysis rate of J (FeOH) = 6× 10−3s−1

(cyan and blue), the sudden increase of Fe at sun-
rise is captured very well by the model. The good
agreement in the comparison of lidar and mod-
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elling work shows that the calculations performed
by Viehl et al. [2016a] were reasonable and seemed
to have produced the correct value for the photoly-
sis rate. Hence, the novel combination of quantum
chemical calculations and comparison of a global
3D atmospheric model with mesospheric Fe lidar
measurements was successfully used to determine
the photolysis rate of FeOH.

latitude: 69°S
altitude: 76 km
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Figure 17: Various WACCM-Fe model runs compared
to lidar observations (black). Previous model runs
underestimated the increase at sunrise and pre-
dicted high Fe densities during nighttime periods
(red and orange). With the implementation of a new
photolysis rate of FeOH deduced from quantum
chemical calculations and lidar observations, the
representation of the increase at sunrise as well as
the absolute abundance of Fe is markedly improved
(cyan and blue). The use of two new rate coeffi-
cients for reactions of FeOH with H reproduces the
low nighttime densities observed (blue). Adapted
with permission from Viehl et al. [2016a, Fig. 4] ,
Copyright 2016 John Wiley & Sons, Inc.

However, the model still shows discrepancies to
the observed metal layer which can be investigated
further. As it turns out, the high nighttime densi-
ties of Fe calculated by the model and shown in
Figure 17 are nearly exclusively caused by the reac-
tions of FeOH with H (cyan). Viehl et al. [2016a] re-
view the dispute about these reactions mentioned
in Section 5. Reinterpreting the results from flame
and modelling work by Jensen and Jones [1974] and
Rumminger et al. [1999] as well as the results sum-
marised by Self and Plane [2003], an alternative in-
terpretation of the data is drawn. Instead of adopt-
ing a single very high coefficient k12a = 3.0× 10−10

exp(-1264/T) [Feng et al., 2013] and neglecting k12b ,
the rate coefficient k12a = 2.0× 10−12 exp(-600/T)
can be taken from Jensen and Jones [1974] while
the pre-exponential factor and activation energy

can be altered slightly from k12b = 5.0× 10−11 exp(-
800/T) to k12b = 6.0× 10−11 exp(-1200/T) [Viehl
et al., 2016a]. The changes to k12b are modest when
considering the extrapolation over the wide tem-
perature range from the flame work (> 2000K) and
the reactions at typical MLT temperatures between
135 K and 250K.

When employing both reactions with the described
rate coefficients (blue) instead of only considering
the presumed k12a = 3.0× 10−10 exp(-1264/T) (cyan),
Viehl et al. [2016a] find a considerable improvement
of the Fe layer description (see inlay in Figure 17).
Some discrepancies persist in the evening hours.
These may be caused by an incorrect representa-
tion of [H] and [O] in WACCM or by a further overes-
timation of k12a and k12b . However, to reduce the
rate coefficients further would have been incom-
patible with the flame work by Jensen and Jones
[1974] and beyond the scope of the paper. More lab-
oratory work regarding these reactions is required.

Indeed, Viehl et al. [2016a] point out that the high
spatial and temporal resolution of a resonance
metal lidar puts a stringent test to 3D atmospheric
chemistry models. If all reactions rates were known
precisely from laboratory measurements, the com-
parison of lidar observations and model predic-
tions could provide valuable information about the
overall validity of the transport processes of the
model as well as the distribution of the crucial re-
actants H and O. These reactants, in turn, are of
high importance for the abundances of O3, CO2, and
other species that are crucial for the energy budget
of the middle atmosphere.

The analysis by Viehl et al. [2016a] shows that J (FeOH)
is more than 2 orders of magnitude larger than pre-
viously assumed. To the knowledge of the authors,
this is the first time a mesospheric metal was used
to determine a photolysis rate in a “natural labora-
tory” by the novel combination of techniques. A re-
evaluation of reaction rate coefficients discussed
in the literature allows slight changes to the rate
coefficient of the reaction FeOH + H −−−→ FeO + H2
and results in a significantly improved represen-
tation of the mesospheric Fe layer in a 3D climate
chemistry model. The bottomside extension shown
in Figure 14 can now be explained by the photolysis
of FeOH and not by reaction of FeOH with atomic
H. The strong importance of photodissociative pro-
cesses influences the overall diurnal behaviour of
the Fe layer and hence tidal effects as reported by
Lübken et al. [2011].
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7 Depletion of FeOH during sunlit
periods

Mesospheric FeOH is nearly entirely photoly-
sed whenever sunlight is present. FeOH can
therefore not be a major reservoir for Fe in the
polar summer MLT region. This may have con-
sequences for the formation and composition
of meteoric smoke particles.

As discussed in Sections 2 and 5, FeOH is assumed
to be the primary reservoir of Fe below 95 km [Plane,
2003; Self and Plane, 2003]. Figure 18 compares two
high resolution WACCM-Fe model simulations with-
out (run Beta) and with (run Delta) the implemen-
tation of the new rate coefficients determined in
Section 6. The strongly increased photolysis leads
to a nearly complete depletion of FeOH whenever
sunlight is present. This changes the equilibrium
between Fe and its reservoir species in the summer
polar mesopause region [Viehl et al., 2016b].
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Figure 18:WACCM-Fe calculations of Fe and FeOH.
After implementing the new photolysis rate, FeOH is
now calculated to be nearly fully photolysed when-
ever sunlight is present. This may have implications
for the formation and composition of MSP. CC BY 4.0

The nucleation of meteor smoke particles (MSP)
balances the meteoric input creating the metal
layers in the MLT region. Viehl et al. [2016a] note
that FeOH can be oxidised by O3 to form FeOOH.
Rietmeijer [2001] has shown that the crystalline
form goethite (α−FeOOH) is a plausible candidate
for MSP. As the polar summer mesosphere is con-
tinuously sunlit, FeOH is unlikely to be present in

significant concentrations and hence goethite is
unlikely to be formed. Fe can still add to silica par-
ticles and be oxidised heterogenously and form
hematite (α−Fe2O3), pyroxene (e.g., FeSi2O6) or
fayalite (Fe2SiO4) which removes Fe and balances
the input [Self and Plane, 2003; Plane et al., 2015].
However, Saunders and Plane [2006] note that
goethite and hematite are the most likely stable
solid species. The composition of meteoric smoke
particles created in the summer polar regions could
differ from regions with considerable periods of
darkness. The unavailability of FeOH in the sun-
lit MLT hence changes the overall composition of
expected MSP [Viehl et al., 2016a].

Johnson [2001] proposed that the input of meteoric
Fe into the oceans might play an important role
for the fertilisation of phytoplankton. A modelling
study by Dhomse et al. [2013] indicated that this
could indeed be the case for the Southern Ocean,
resulting in a significant impact on ocean produc-
tivity and hence global CO2 drawdown. A recent
idea has been to couple a whole atmosphere model
of meteoric metals to an ocean biogeochemistry
model to evaluate these processes [Plane et al.,
2015]. The changed speciation of MSP which can
be expected from the results of Viehl et al. [2016a]
could potentially influence the solubility and avail-
ability of Fe in this process.

8 Definition of the metal layer
bottomside

The Fe layer’s dependence on chemical reac-
tions leads to ambiguous definitions of the
layer bottomside. Care needs to be taken when
defining and comparing absolute values.

Höffner and Friedman [2004] define the meso-
spheric metal layer “topside” as the metal and
ion layers above 110 km. While analysing the di-
urnal behaviour of the Fe layer, Yu et al. [2012]
define the “bottomside” of the layer as the lower
300 cm−3 contour and investigate its altitude varia-
tion with time. That study concluded that the time
lag observed was in accordance with a time delay
of the first solar insolation at different altitudes
during dawn. Although the conclusion of a sea-
sonal dependence is still valid in this case, Viehl
et al. [2016a] note that care needs to be taken when
defining the bottomside in such a way.
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The photolysis causing the bottomside extension is
a first order reaction. The observed rate of increase
will hence depend on the photolysis rate and the
abundance of the photolysed species [Viehl et al.,
2016a]. Both [FeOH] and subsequently [Fe] show a
strong altitude dependence, with higher densities
generally at higher altitudes throughout the bot-
tomside extension.
The same absolute amount of [Fe] will therefore
generally be reached more quickly at higher alti-
tudes, even if solar irradiance simultaneously sets
in at all altitudes. The altitude variation of the bot-
tomside will therfore vary with the definition of dif-
ferent absolute values (compare, e.g., the different
contours in the upper panel of Figure 15).
This effect can be significant on time scales compa-
rable to the reaction rates. An alternative approach
is to define the bottomside as a set fraction of the
maximum density reached at each altitude, e.g.,
1
10 [Fe]max (z ) or similar. However, a suitable defini-
tion will depend on the application, and a set con-
tour may well be used for time scales a lot larger
than the rates of the chemical reactions.

9 Uplift of the Fe layer

The Fe layer at Davis (69◦S) shows an uplift
during the summer months. This uplift appears
to be dynamically induced and not caused
by the uptake on ice particles at lower alti-
tudes. Very low densities are observed around
summer solstice and coincide with very low
mesopause temperatures.

Measurements with the mobile IAP Fe lidar at Davis
(69◦S) show that the Fe layer in the MLT is at sig-
nificantly higher altitudes around summer solstice
than during the rest of the year [Viehl et al., 2015].
The centroid altitude of the layer (grey line in the
upper panel of Figure 19) increases from around
85 km in September to over 90 km in December and
then decreases towards 85 km in late March again.
Moreover, not only the centroid altitude but the
whole layer including the upper and lower edge
(centroid altitude ± 0.5 × RMS width) follows this
behaviour. The shift is distinctively observable at
the 2000 cm−3 and 4000 cm−3 contours between
October and February in Figure 19.
These observations question previous explanations
of high Fe layer centroid altitudes at polar latitudes

and differences between the two Antarctic stations
Rothera (68◦S) and the South Pole, which were at-
tributed to the uptake of Fe atoms on ice particles
at lower altitudes [Gardner et al., 2011]. The mea-
surements at Davis, the South Pole, and Rothera
can only be compared to a certain extent, as a har-
monic fit has been applied the latter datasets (see
Feng et al. [2013, Fig. 9] for a direct comparison).
However, general features in the observations by
Gardner et al. [2005, 2011] are comparable to the
observations by the IAP Fe lidar at Davis.

The Fe layer’s centroid altitude at the South Pole
and Rothera was observed to rise while the layer
width decreased, similarly to the upper panel in
Figure 19. NLC were observed at some distance be-
low the main layer on several days. As several stud-
ies had reported an uptake of metal atoms on ice
particles, Gardner et al. [2011] concluded the metal
atoms in the lower part of the Fe layer at Antarctic
latitudes had been removed by ice particles and
the centroid altitude hence had been shifted up-
wards. Gaps between the observed large ice parti-
cles and the layer were explained by the presumed
presence of small, sub-visible ice particles.

However, the altitude increase of the upper bound-
ary of the layer observed at Davis, as well as the
early onset of the uplift at low altitudes (in areas
with temperatures too high for ice formation), sug-
gest that the summertime upwelling at polar lati-
tudes and the related meridional transport, as well
as the temperature dependent metal chemistry,
cause the overall uplift [Viehl et al., 2015, 2016b;
Plane et al., 2015].

A similar point was made by Marsh et al. [2013b]
in a modelling study of the global Na layer when
comparing their results to lidar observations at the
South Pole. Calculations with the global 3D atmo-
spheric chemistry model WACCM-Na showed the
uplift of the Na layer at polar latitudes during sum-
mer. The authors note that contrary to 1D model ex-
planations of Na lidar observations [Gardner et al.,
2005], the PMC uptake was not included in their
model and hence not necessary to explain this be-
haviour. However, Marsh et al. [2013b] argue that
the average altitude of the Na layer is higher than
the Fe layer. The scavenging uptake effect might
therefore not be relevant for the Na layer, but pos-
sibly for the lower Fe layer. Feng et al. [2013] hence
include the uptake effect in WACCM-Fe with an ice
particle parameterisation as described by Merkel
et al. [2009].
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The summertime increase of the centroid alti-
tude and the simultaneous decrease of RMS width
seems to be a global phenomenon at polar lati-
tudes in both hemispheres [Feng et al., 2013, Fig. 15].
However, Viehl et al. [2016b] show new WACCM-Fe
calculations for the months December and January
with and without the inclusion of the uptake on ice
particles and find no overall effect during the time
of the uplift. The observed uplift and the model
results provide strong evidence that the influence
of ice particles is less relevant to the metal layers
than assumed from singular 1D observations [e.g.,
Plane et al., 2004; Gardner et al., 2005]. It is impor-
tant to consider the lower contribution of an ice
uptake when evaluating the dynamics of 3D atmo-
spheric chemistry models.

Although the uplift of the neutral atomic Fe layer
might be qualitatively explained by the dynami-
cal uplift of the residual circulation in the summer
polar regions [Viehl et al., 2016b], the net vertical
displacement or an average vertical wind cannot
be easily deduced from Fe density observations.
Fe atoms in the MLT region are no passive trac-
ers but subject to changing temperature depen-
dent chemical equilibria with reservoir species and
ionisation processes at different altitudes [Plane
et al., 2015]. In fact, the conversion from Fe to Fe+

through charge transfer with NO+ and O +
2 on the

topside of the layer should be increased in the sun-
lit polar summer MLT and suppress an uplift [Viehl
et al., 2015]. Moreover, the altitude region between
∼90 km to 97 km, in which the increased altitude
of the upperside of the layer is observed, has gen-
erally much lower temperatures during summer
than during winter. As shown by Plane et al. [2015],
a temperature decrease should move the chemical
equilibrium from Fe towards the reservoir species.

These ion-molecule and neutral gas phase chem-
istry considerations make the observations of the
elevated mid-summer Fe layer all the more strik-
ing. A quantification of the mean vertical uplift of
the neutral atmosphere from Fe layer observa-
tions requires detailed 3D atmospheric chemistry
modelling to separate transport and temperature-
dependent gas phase and ion-molecule chemistry.

Indeed, the largest discrepancies between cur-
rent WACCM-Fe simulations and lidar observations
persist in the upper part of the polar MLT region,
where the model predicts an “hourglass shape” of
the Fe layer [Feng et al., 2013, Fig. 9]. However, this
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Figure 19: Lidar observations of the mesospheric
Fe layer (top) and MLT temperatures (bottom) at
Davis, Antarctica during the 2011/2012 summer.
The Fe layer is lifted upwards during the summer
months. Fe densities are generally lower towards
summer solstice. Very low temperatures and an
unusually high mesopause altitude coincide with
the strongest Fe depletion. Reprinted with permis-
sion from [Viehl et al., 2015, Fig. 1], Copyright 2015
Elsevier Ltd.

depression of the upper edge in the modelling re-
sults has not been observed. This may be caused
by the known misrepresentation of summer polar
MLT temperatures in WACCM changing the chem-
ical reaction rates [Smith, 2012], a potentially in-
complete understanding of dynamical processes
[Becker, 2012], or uncertainty about the amount of
important reactive trace species such as NO+ and
atomic O [Pedatella et al., 2014]. In fact, due to the
increasing knowledge about the metal layer chem-
istry [Plane et al., 2015], resonance metal lidar ob-
servations in the MLT can provide invaluable means
to investigate the results of these influences in 3D
atmospheric chemistry models. The measurements
hence improve the overall understanding of the
physics and chemistry of the MLT region.

A further result by Viehl et al. [2015] shown in Fig-
ure 19 is the overlap of extremely low Fe densi-
ties of less than 1 000 cm−3 and very low summer
mesopause temperatures at unusually high alti-
tudes around the summer solstice. This behaviour
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had not been observed before and is unknown in
the Northern Hemisphere [Lübken et al., 2014]. The
coupling of low densities and low temperatures
as well as the dynamics of this “elevated summer
mesopause” will be analysed in more detail in Sec-
tions 11 and 17. The following Section 10 further
investigates observations of the occurrence of ice
particles and Fe densities.

10 Seasonal influence of ice particles
on the Fe layer

Fe column densities at Davis (69◦S) show a
pronounced seasonal cycle with a minimum
around the summer solstice. Simultaneous
lidar and radar measurements of ice particles
show surprisingly anti-correlated features, in
particular in December and January.

Lidar observations by Viehl et al. [2015] show that
the uptake of ice particles does not seem to cause
the uplift of the Fe layer (Section 9). However, an
overall depleting effect through ice particles might
nevertheless be possible. Indeed, several observa-
tional studies had reported simultaneous observa-
tions of the depletion of metal atoms (Fe, Na, and
K) and the occurrence of ice particles measured
with radars as polar mesosphere summer echoes
(PMSE) or lidars as noctilucent clouds (NLC). How-
ever, the duration of the reported Fe depletion by
Plane et al. [2004] was comparatively short and the
vertical extent limited. Model calculations suggest-
ing a depleting effect of PMCs on the Fe layer at the
South Pole were only one-dimensional and had to
make a series of assumptions Gardner et al. [2005].
Reports by She et al. [2006] and Thayer and Pan
[2006] for Na were not made on seasonal scales.
The observations of a seasonal depletion reported
by Lübken and Höffner [2004] were limited to K.

The data set obtained by the mobile Fe lidar at
Davis [Viehl et al., 2015] allows a seasonal analy-
sis of the Fe layer and includes an unprecedented
amount of measurements during the technically
challenging sunlit summer period. Furthermore,
the collocated measurements by the Davis MST
radar allow the detection of PMSE. The observation
of PMSE is a strong indication of the presence of
ice particles, including small, sub-visible particles
not detectable by optical instruments [Rapp and
Lübken, 2004].

Figure 20 shows the occurrence of ice particles ob-
served as PMSE (blue) and as NLC (red) as well as
Fe column density (black) in the years 2011–2012.
A general decrease of Fe column densities is ob-
served from August onwards. During the onset pe-
riod of ice particle occurrence in mid-November,
the decrease pauses, even though a decline due
to the uptake on ice particles would have been
expected and was observed for K at Spitsbergen
(78◦N) [Lübken and Höffner, 2004]. Moreover, dur-
ing the period of lowest Fe densities, nearly no NLC
were observed at Davis which means the advected
ice particles had not lasted long enough to grow
to radii >20nm. The most striking feature of Fig-
ure 20 however is the substantial increase in Fe
column densities in late December and early Jan-
uary, when NLC were observed to occur 42.5% of the
time during 94 h of lidar observation. In contrast, Fe
densities were lowest before solstice when no NLC
were observed during 130h of observations dur-
ing 9 days. Additionally, nearly no PMSE occurred
during a local Fe minimum in February.

In summary, Fe column densities are generally low-
est during the summer months, when temperatures
are lowest, and ice particles can nucleate. However,
several striking and unexpected anti-correlated
features emerge when the behaviour of the Fe layer
column densities before, during, and after the ice
particle season are compared in more detail. The
timing of onset and disappearence of ice particles
does not coincide with drops and increases in Fe
column density.

Raizada et al. [2007] have shown that a depletion
at any altitude of the metal layer should affect the
overall layer and therefore the column density. If
ice particles were an important factor determin-
ing the behaviour of the Fe layer as suggested in a
comparison of two Antarctic stations [Gardner et al.,
2011], the occurrence of ice particles would there-
fore necessarily need to lead to lower Fe column
densities. A drop in Fe column densities at the be-
ginning of the ice particle season, as well as a rapid
recovery of the Fe layer towards then end, would be
expected. However, such features are not observed.
Furthermore, the increase of column densities dur-
ing mid-summer contradicts the predictions of this
hypothesis. Neither the meteoric Fe input [Feng
et al., 2013] nor the temperature dependence of the
Fe chemistry during at low mid-summer temper-
atures [Plane et al., 2015] can explain a sufficient
increase to compensate a potential depleting effect
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of ice particles. This anti-correlated behaviour of
ice particle occurrence and Fe depletion reported
by Viehl et al. [2015] is the first observational evi-
dence that heterogeneous removal on ice particles
is no dominant cause of the seasonal variation of
Fe densities at Antarctic latitudes.
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Figure 20: Fe column densities (black) during the
2011–2012 summer season at Davis, Antarctica. Col-
umn densities decline during autumn and reach a
minimum around the summer solstice. No sharp
drop in Fe density is observed at the beginning of
the ice particle season (blue). A profound increase
in column densities is observed when large ice
particles (NLC, red) and PMSE are observed in late
December and early January. The anti-correlated
occurence of ice particles and low Fe densities on
time scales of days questions a dominating effect
of metal atom uptake for Fe. Reprinted with permis-
sion from Viehl et al. [2015, Fig. 2], Copyright 2015
Elsevier Ltd.

A possible explanation for the different behaviour
of K and Fe on a seasonal scale might be the di-
mensionless uptake coefficients of the metal atoms
on ice. Murray and Plane [2005] have shown that
while they are larger than 0.05 and likely to be
unity for K and Na, the uptake coefficient rapidly
decreases towards 3× 10−3 for Fe at temperatures
below 135 K. These temperatures are common in the
Antarctic MLT region around summer solstice and
necessary for ice nucleation at this altitude [e.g.,
Viehl et al., 2015; Lübken et al., 2015]. Future studies
will have a closer look at the intraday variability of
the Fe layer and the interaction with ice particles
observed as PMSE and NLC, see Section 22. It may
therby be possible to quantify the heterogeneous
removal for Fe and explain how an uptake effect
might influence the layer locally [Plane et al., 2004]
while not being able to proceed to alter the layer
on seasonal scales.

11 Temperature dependence of mean
Fe density around summer solstice

The temperature dependence of the Fe layer
is analysed during a period of substantial Fe
depletion around the summer solstice. The
high correlation between Fe densities and
temperatures during mid-summer seems to
be caused by the upwelling and divergence
of adiabatically cooled Fe-poor air masses in
polar regions.

The chemistry of the metal layers in the MLT re-
gion is temperature dependent (see Section 2).
Low temperatures shift the equilibrium from Fe
towards its oxides and hydroxides, so lower Fe den-
sities are generally expected at lower temperatures
[Plane et al., 2015]. Figure 19 on page 27 showed a
very strong depletion of Fe around summer sol-
stice which coincided with very low temperatures.
Ice particles had previously been held responsible
for strong summer time depletions in the MLT re-
gion, but Viehl et al. [2015] show strong evidence
against this assumption, see preceding Sections 9
and 10. A general change from high to low densi-
ties from winter to summer can be explained by
meridional transport Marsh et al. [2013b]. However,
transport calculations have so far not predicted
the substantial depletion observed in Fe in the few
weeks around summer solstice. To further investi-
gate the strong depletion, Viehl et al. [2015] analyse
the temperature dependence of the daily mean Fe
densities during a ±40day period around summer
solstice in the 2011/12 season.

An Arrhenius-type plot of ln([Fe]) over T−1 in Fig-
ure 21 shows a nearly linear relation, suggesting the
importance of chemical reactions in this process.
Viehl et al. [2015, Sec. 3.3] then assume a temper-
ature dependent partitioning between Fe and the
assumed main reservoir FeOH and deduce an equa-
tion which can be fitted to the observations. The
resulting fit satisfactorily reproduces the observa-
tions for approximate values of main atmospheric
constituents. Viehl et al. [2015] then conclude that
temperature-dependent chemistry can explain the
strong depletion around the summer solstice.

However, in a corrigendum to the publication Viehl
et al. [2016b] show that this conclusion was invalid
for two reasons. First, the bottomside analysis by
Viehl et al. [2016a] revealed that the reservoir FeOH
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Figure 21: Fe lidar observations of the tempera-
ture dependence of daily mean Fe densities (red
dots) in a period of ±40 days around the summer
solstice. The approximate linearity in an Arrhe-
nius type plot suggests the importance of chemical
reactions (red line). An attempt to fit the data as-
suming a temperature dependent chemical equilib-
rium between Fe and FeOH seems successful (blue
curve), but was only possible due to a mathemati-
cal error. Reprinted with permission from Viehl et al.
[2015, Fig. 3], Copyright 2015 Elsevier Ltd.

is nearly fully depleted in the polar summer MLT
region. A temperature-dependent partitioning be-
tween Fe and FeOH as assumed by Viehl et al. [2015]
therefore seems to be a questionable simplification
as the equilibrium will shift to all other reservoir
species (FeO2, FeO3 and others) as well as atomic
Fe. The assumptions and simplifications made are
hence no longer good estimates. Second, the fit ob-
tained through the analysis in Viehl et al. [2015,
Sec. 3.3] (blue curve in Figure 21) only matched
the observations (red dots) due to an unfortunate
mathematical error. Viehl et al. [2016b] correct this
mistake and conclude that gas phase chemistry
could no longer explain the depletion observed.

Viehl et al. [2016b] then give an alternative explana-
tion of the observations, supported by calculations
with WACCM-Fe shown in Figure 22. The tempera-
ture dependence simulated with WACCM-Fe [Feng
et al., 2013] is very similar to the observations, al-
beit at consistently lower absolute densities (black
dots). In a comparative run, Viehl et al. [2016b]
show results obtained under the same modelling
conditions but without the inclusion of the respec-
tive PMC uptake modules (red dots). Both runs
show the same temperature dependence of [Fe]
around the summer solstice. Most strikingly, the

Figure 22: Temperature dependence of atomic Fe
calculated by 3D atmospheric chemistry model
WACCM-Fe with (black) and without (red) the inclu-
sion of Fe uptake on ice particles. Fe densities are
not significantly influenced by the uptake effect.
Reprinted with permission from Viehl et al. [2016b,
Fig. 1], Copyright 2016 Elsevier Ltd.

linearity does not change at around 135±5 K, which
is the approximate frost point temperature at the
respective altitude (see Lübken et al. [2014] and
cyan lines in the left panel of Figure 36 on page 46).
However, a change of the temperature dependence
would have been expected if ice particles had a
substantial effect on the mean densities, as they
would only exist and deplete Fe for temperatures
lower than the frost point.

In an additional analysis, Viehl et al. [2016b] com-
pare the temperature dependence of the total
amount of all Fe species [Fe]total, i.e. the combined
abundance of Fe and all of its oxides, hydroxides
and ionised species. The temperature dependence
is nearly identical to Figure 22. Moreover, the frac-
tion of Fe that is present in the atomic form re-
mains constant at around 60% of [Fe]total over the
whole temperature range. This means that the tem-
perature change does on average not cause a shift
from one Fe-containing species to another. The
change during the two investigated months Decem-
ber and January is hence a simultaneous change of
temperature and [Fe]total.

As is well known [e.g., Becker, 2012], the upwelling
at polar latitudes during summer is inherently
linked to a strong adiabatic cooling effect. Hence,
the only possible explanation for the simultaneous
observation of low temperatures and low Fe densi-
ties is that both are results of the residual circula-
tion [Viehl et al., 2016b]: when Fe-poor air rises to
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the mesopause region, it cools adiabatically and is
then transported equatorwards. On the other hand,
neither the meteoric input nor the chemical sinks
change significantly over the investigated period
and can hence not explain this behaviour.
An additional, presumably small uptake effect of
Fe atoms and reservoir species on ice particles is
not ruled out by this conclusion. However, the oc-
currence of ice particles at this altitude most likely
seems to be a coincidence facilitated through the
low temperatures and not a dominant driving factor
of the seasonal change [Viehl et al., 2015, 2016b].

12 First measurements of thermal
tides in the Antarctic summer
mesopause region

Fe lidar measurements at Davis (69◦S) reveal
the first observations of thermal tides in the
polar summer MLT region. Surprisingly, tidal
modulations are a lot larger than expected
from model calculations. Tides in Fe density
have similarities with tides in temperatures
and can be observed over a larger altitude
range into the lower thermosphere.

Atmospheric tides are present throughout the at-
mosphere and can play an important role for the
thermal and dynamical state of the MLT region. As
Lübken et al. [2011] point out, they can significantly
modify gravity wave propagation and change com-
position due to transport. Atmospheric tides in-
teract with gravity waves and larger scale motions,
hence influencing wave breaking and the deposi-
tion of momentum [e.g., McLandress, 2002; Mayr
et al., 2005a, b]. In general, tides may affect the
analysis of middle atmospheric trends [Beig et al.,
2003]. A precise knowledge of tides is needed to
estimate a potential bias of trends in PMC satellite
observations which cover only certain local times
and change from year to year [DeLand et al., 2007].

Predictions about solar thermal tides in the po-
lar MLT region were rather small with amplitudes
around 1–2 K [e.g., Zhang et al., 2010; Achatz et al.,
2008]. Measurements were so far mostly limited
to radar wind observations [e.g., Oberheide et al.,
2006; Hoffmann et al., 2010]. Satellite-borne tem-
perature measurements can provide analyses of
thermal tides, even though the slow orbit preces-

Figure 23: Average MLT temperature deviations from
the seasonal mean plotted for a period of two days
for better identification of the periodic features. A
total of 171 hours of observations obtained during
12 days in January 2011 contribute to this plot. Ob-
served temperature deviations are much stronger
than predictions for polar latitudes. Reprinted with
permission from Lübken et al. [2011, Fig. 2], Copy-
right 2011 John Wiley & Sons, Inc.

sion (which requires an integration of several weeks
for a full coverage of all local times) may hamper
the observations. Nevertheless, satellite analy-
ses have shown strong thermal tides at equatorial
and mid-latitudes. During the dark hours of 3 win-
ter months, these observations were shown to be
compatible with K lidar soundings [Shepherd and
Fricke-Begemann, 2004]. Amplitudes are strong
around the equator, but weaker (<3 K) towards the
polar circle. No measurements were available in
the polar MLT [Forbes and Wu, 2006].

Lübken et al. [2011] report 171 hrs of temperature
and Fe density measurements obtained during 12
days of measurement with the mobile Fe lidar at
Davis, Antarctica (69◦S) between 12–28 January 2011.
Figure 23 shows the average temperature deviations
in the polar summer MLT region, plotted for a pe-
riod of 48 days for better visibility of the diurnal
and semi-diurnal features. A diurnal variation is
observed to dominate below 90 km altitude. Above
90 km, a strong semi-diurnal component becomes
apperent. As the data set is large enough and the
phase progression in Figure 24 shows consistency
with altitude, gravity waves can be ruled out to pro-
duce this thermal behaviour due to their random
orientation and overall destructive interference.
Hence, the features observed by Lübken et al. [2011]
indeed have to be attributed to thermal tides and
present the first direct observation in the summer
polar mesopause region.
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Figure 24: (left) Amplitudes and (right) phases of
the diurnal (solid) and semi-diurnal (dotted) tidal
components. Fe lidar observations are shown in
blue, model predictions are shown in green. Be-
tween 84 and 92 km altitude, the phase of the ob-
served diurnal tide can be represented by a vertical
wavelength of –30 km. Reprinted with permission
from Lübken et al. [2011, Fig. 3], Copyright 2011 John
Wiley & Sons, Inc.

The analysis of the amplitude and phase struc-
ture of the diurnal and semi-diurnal tide in Fig-
ure 24 shows a similar phase of both components
at most altitudes, leading to constructive interfer-
ence. The amplitudes of the tidal modulation sum
up to more than ± 6K, which is considerably larger
than what models such as the Global Scale Wave
Model (GSWM) had so far predicted [Zhang et al.,
2010]. The observed diurnal tide is out of phase
with GSWM, whereas the semi-diurnal tide matches
the predicted phase at higher altitudes. The obser-
vations by Lübken et al. [2011] show that the global
modelling of atmospheric tides is incomplete. Ei-
ther not all tidal sources are yet well known, or
the mathematical theory employed in global mod-
els is insufficient. The non-linear interactions of
non-migrating tides and planetary waves, as well as
gravity waves studied by Mayr et al. [2005a, b] and
others, might play a role in explaining the differ-
ences between models and the new observations.
As a further result of Lübken et al. [2011], Figure 25
shows tidal features in Fe densities. Contrary to
temperature measurements, Fe density observa-
tions don’t require spectral decomposition. Consid-
erably fewer laser pulses per data point are needed
to achieve a comparable SNR. Therefore, Fe den-
sities, as well as the tidal signals therein, can be
observed in a far larger altitude range (between
approximately 75 km and 140 km altitude) than any
temperature observation.

Figure 25: Fe density deviations from the seasonal
mean shown for a period of two days. Between
75 km and 110 km altitude, the straight line indi-
cates a phase progression corresponding to a ver-
tical wavelength of –36 km. A diurnal tidal structure
dominates this altitude range. Towards higher al-
titudes, the phase remains constant and shows a
stronger semidiurnal component. The Fe layer can
be observed over a larger altitude range and with
higher accuracy than MLT temperatures. Reprinted
with permission from Lübken et al. [2011, Fig. 1],
Copyright 2011 John Wiley & Sons, Inc.

The observed tidal modulation of up to ± 40% at
the peak of the layer is very large and shows a simi-
lar tidal structure to the temperature observations.
The vertical wavelength of around -36 km observed
in Fe density variations below 110 km is similar to
the phase progression of approximately -30 km
observed in temperatures, see right panel of Fig-
ure 24. As temperatures and densities are derived
independently from the lidar signal, this is further
evidence for the conclusion that tides cause the
observed modulations. Lübken et al. [2011] suggest
that the temperature variation could have a crucial
role for the tidal features observed in Fe densities,
as the Fe chemistry is highly temperature depen-
dent. However, the authors further note that other
factors such as meteoric input, photochemical ef-
fects and transport play crucial roles as well.

Since the publication of Lübken et al. [2011], lidar
measurements have covered all months of the year.
A full analysis of the data set it currently being per-
formed. Preliminary results in Section 20 show a
very constant phase progression in Fe density vari-
ations throughout the year. This finding is surpris-
ing, as a study about tides in winds at Antarctic
latitudes showed strong seasonal variations [Mur-
phy et al., 2006]. The following section attempts to
find an approach to examine various influences on
metal layer densities quantitively.
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13 Tides in metal layers: comparison
of lidar observations and a 3D
atmospheric chemistry model

Lidar observations of K at 54◦N are compared
to model simulations. WACCM-K captures the
general diurnal and semidiurnal variations of
the metal layer satisfactorily. Photochemistry
can explain most of the variability. Diurnal
temperature variations and tidally driven ver-
tical transport appear to play a minor role for
K in the MLT region. A similar analysis for Fe at
polar latitudes is possible and likely to show a
larger temperature impact.

The lidar observations of strong temperature tides
described in Section 12 were accompanied by tides
in Fe density. While investigating the Na layer, Cleme-
sha et al. [1982] found significant semi-diurnal vari-
ations at São José dos Campos, Brazil (23◦S) as
well as a strong diurnal component below 82 km
which was attributed to photochemical effects.
Later studies by Zhou et al. [2008] and Yu et al.
[2012] report significant diurnal variations of the Fe
layer at Arecibo, Puerto Rico (19◦N) and McMurdo,
Antarctica (78◦S), respectively. Those variations
are comparable to the tides reported by Lübken
et al. [2011]. All studies indicate a combination of
tidal and photochemical influences. However, di-
rect comparisons of the observed and modelled
response of the metal layers to atmospheric tides
and the photochemistry in the MLT region had not
been undertaken.

In contrast to the other results presented in this
thesis focussing on Fe observations at polar lati-
tudes, the analysis of model results by Feng et al.
[2015] presented in this section were obtained by
comparing with K (potassium) densities observed
at mid-latitudes in Kühlungsborn, Germany (54◦N).
There were several motivations for this preference.
Compared to the analyses of Na and Fe, no diur-
nal analysis of K had so far been published. As
the seasonal variation of K is considerably differ-
ent to that of Na and Fe [Plane et al., 2014], a fun-
damental question hence was to investigate the
diurnal variation closer and compare it to other
metals. Moreover, as Lübken et al. [2011] have em-
phasised, the tidal features observed in Antarctica
were considerably larger than predicted by GSWM
(see Section 12). It therefore seems plausible to first

Figure 26: Diurnal variation of (a) centroid altitude,
(b) RMS width [km], and (c) vertical column den-
sity of the K layer over 24 h. The error bars show
the standard deviation of the mean K density. The
model (red) reproduces most aspects of the lidar
observations (black) reasonably well. Reprinted
from Feng et al. [2015, Fig. 2], CC BY 4.0, 2015 John
Wiley & Sons, Inc.

compare model results and observations at mid-
latitudes (where tidal effects should be stronger)
and prove the overall agreement, and then com-
pare at more critical polar latitudes later.

Analogously to WACCM-Fe, WACCM-K has recently
been developed to describe the neutral and ion-
molecule chemistry of K in the MLT [Plane et al.,
2014]. Overall, WACCM-K simulates the observed K
layer quite well and also captures the large differ-
ences between dawn and dusk [Feng et al., 2015].
The production and loss of K at the bottomside is
comparable to Fe and follows a similar behaviour
as analysed by Viehl et al. [2016a], with potassium
hydrogen carbonate (KHCO3) taking the role of
FeOH [Plane et al., 2014]. Figure 26 compares key
parameters of the modelled and observed K layer.
Feng et al. [2015] discuss which aspects the model
over- or underestimates in comparison to the ob-
servations. They conclude that the model satisfac-
torily captures the lidar observations albeit some
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differences persist, which may be attributed to the
limited measurement statistic of the observations.

Figure 27 shows altitude profiles of the amplitude
and phase (diurnal and semidiurnal) of the mea-
sured and modelled K density. Although the max-
imum diurnal and semidiurnal K amplitudes from
the model are at similar altitudes to the ones ob-
served, the model largely overestimates the ob-
served diurnal K amplitude maximum. The model
captures the observed phase of the diurnal vari-
ation well and correctly predicts a phase of the
semidiurnal component later than the diurnal com-
ponent. Feng et al. [2015] then investigate the pos-
sible effect of atmospheric thermal tides on the di-
urnal cycle. The variation of the total density of K-
bearing species (which is essentially the sum of K,
K+ and KHCO3) varies as a function of altitude and
local time and is almost constant at each altitude.
These considerations suggest that vertical trans-
port plays a minor role. Plane et al. [2014] show
how K and K+ follow a diurnal cycle above ∼87 km,
converting into each other through photolysis as
well as cluster formation and dissociative recom-
bination. Photochemistry also explains the buildup
of neutral K atoms below 87 km from photolysis of
KHCO3, similarly to the process described by Viehl
et al. [2016a].

The diurnal variation in temperature predicted by
WACCM is around 4 K at each altitude between 80
and 100 km, which is comparable to results ob-
tained by RMR and resonance lidar measurements
by Kopp et al. [2015]. Since the temperature depen-
dencies of the relevant reactions in the K chemistry
scheme are comparatively small [Plane et al., 2014],
the diurnal variations in temperature do not play
a significant role in the diurnal variation of the K
layer [Feng et al., 2015]. The analysis further shows
that the modelled vertical wind at 54◦N is small
and corresponds to a tidally driven displacement of
less than 1 km, explaining the near-constant total
K density at each altitude. Using known reaction
rates from Plane et al. [2014], Feng et al. [2015] show
that the lifetime of K is short below 80 km (less
than 10min), although doubling effectively during
the day because of the increased concentrations
of atomic O and H and decresed O3. The lifetime
increases to around 1 day at 100 km altitude and
becomes even larger in the thermosphere. These
lifetime analyses explain why the in-situ photo-
chemistry plays a much larger role for the diur-
nal variation of K than other tidal effects. Finally,

Feng et al. [2015, Fig. 3 (c)–(f)] show a comparison
of the tidal components in WACCM-K and GSWM.
Both models are in good agreement at Kühlungs-
born (54◦), although WACCM underestimates tidal
amplitudes in temperature and vertical wind.

Figure 27: Amplitude and phase of diurnal and
semidiurnal tidal phase for potassium lidar ob-
servations at Kühlungsborn and WACCM-K model
simulations. The model strongly over-estimates the
diurnal amplitude. However, absolute column den-
sities, the semidiurnal component, and the phase
progression of the metal layer are captured satis-
factorily. Reproduced from Feng et al. [2015, Fig. 3],
CC BY 4.0, 2015 John Wiley & Sons, Inc.

Overall, the analyses by Feng et al. [2015] show that
WACCM can be usefully employed to study the tidal
behaviour of mesospheric metal layers. Future
studies will examine the validity of this analysis
at other latitudes and seasons. A detailed compar-
ison of WACCM-Fe simulations and lidar data might
hence provide a deeper insight into the causes of
the diurnal variations of Fe observed by Lübken
et al. [2011] and Yu et al. [2012] at polar latitudes. A
comparison of the temperature tide with the tidal
signature in K lidar data was so far not possible
due to instrument limitations, but will be in the up-
coming analyses of Fe at polar latitudes. The tem-
perature dependence of the Fe chemistry is larger
than for K [Plane et al., 2015], hence a different re-
sult regarding the relative importances of photo-
chemistry, temperature dependent reactions and
tidal transport can be expected. Section 20 shows
some preliminary results of the analysis of tides
in the Fe layer observed with the mobile Fe lidar
at Davis, Antarctica with surprisingly constant tidal
features during all months of the year.
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14 Gravity wave activity in the middle
atmosphere

2 310h of lidar observations in the strato-
sphere and MLT region at Davis (69◦S) are used
to investigate gravity wave activity. The gravity
wave potential energy density (GWPED) shows
a considerable seasonal variation with a max-
imum in winter and a minimum in summer.
During winter, the GWPED in the stratosphere
and the MLT show a similar behaviour. This
suggests that the wind field in the stratosphere
controls the gravity wave flux to the MLT.

Gravity waves transport energy and momentum
over large vertical and horizontal distances and
are important for the global meridional circula-
tion from the summer to the winter pole. Gravity
wave studies have been performed through obser-
vations with radiosondes, radars, satellites, and
various lidars [e.g., Allen and Vincent, 1995; Zhang,
2004; Alexander and Barnet, 2007; Yamashita et al.,
2009; Nicolls et al., 2010; Alexander et al., 2011]. The
mobile IAP Fe lidar allows gravity wave analyses of
high-resolution temperature data in the Antarctic
MLT region and the stratosphere for a full annual
cycle [Kaifler et al., 2015]. These results have al-
ready been discussed in full detail in the PhD thesis
of Kaifler [2014]. The following section presents
only a short overview of some important points.

Kaifler et al. [2015] analyse 2 310h of temperature
data obtained by the mobile IAP Fe lidar at Davis,
Antarctica between January 2011 and April 2012.
The study evaluates the Rayleigh scattering in the
stratosphere to derive temperatures between 25 km
and 55 km in addition to the MLT temperatures
obtained from the resonance scattering of the Fe
layer. The stratospheric temperature profiles are
sampled with 2 km vertical resolution at typical un-
certainties of around 2K at 40 km and 7 K at 55 km
altitude in daytime conditions after 1 h integration.
The impact of gravity waves can be characterised
through the gravity wave potential energy density
(GWPED), which is a measure of the potential en-
ergy per unit mass derived from the wave-induced
temperature perturbation [Alexander et al., 2011].

An example of this analysis is shown in Figure 28.
The left panel shows temperature perturbations
from lidar observations with predominantly down-
ward phase progression in the MLT and the strato-
sphere, which implies an upward transport of en-

ergy. The middle panel in Figure 28 shows hourly
perturbation amplitudes from around 0.5 K at 30 km
altitude up to 15 K in the MLT. The GWPED calcu-
lated from these perturbations is shown in the right
panel of Figure 28 and increases with altitude. The
general increase of the GWPED up to 40 km in the
stratosphere and up to 90 km in the MLT region in
this example is an indicator for freely propagat-
ing waves. The reduced growth rate towards higher
altitudes may be associated with wave breaking.

In a further step, Kaifler et al. [2015] then analy-
se the seasonal variation of the GWPED. Figure 29
shows the monthly mean GWPED in the strato-
sphere (blue) and the MLT (red). In the stratosphere,
the GWPED shows an apparent maximum during the
winter months and a minimum during the summer
months, ranging from 0.8 J kg−1 to 5.4 J kg−1 between
30 km and 40 km. These findings confirm previous
results by Alexander et al. [2011], who analysed data
from the AAD RMR lidar and gave evidence for con-
servative wave propagation between 35 km and
39 km altitude. The similar results indicate low sea-
sonal variability. In the MLT region, the GWPED is
a lot larger than in the stratosphere (ranging from
around 40 J kg−1 to above 100 J kg−1) due to the ex-
ponential growth of the wave amplitudes and the
stronger temperature perturbations. However, the
GWPED remains below the growth rate of conser-
vatively propagating waves, indicating energy loss
rates on the order of 8%km−1.

Large fluctuations in the MLT GWPED are observed
during mid-summer, which may result from the
temperature variability during summer. Kaifler et al.
[2015] also note that the altitude range of the tem-
perature derivation in the MLT changes throughout
the year as the Fe layer is lifted upwards during
the summer months [Viehl et al., 2015]. Kaifler et al.
[2015] further point to the apparent correlation
between the GWPED in the stratosphere and MLT
region, with the same double peak structure ob-
servable during winter (Figure 29). This correlation
is an indication of the coupling between the at-
mospheric layers, caused by the selective filtering
of waves by winds in the middle atmosphere. This
coupling should be important at Davis (69◦S), as the
Antarctic polar vortex is usually strong and persis-
tent during the winter months.

Figure 30 shows the GWPED in the stratosphere, cal-
culated to 14 day means from spring (October 2011)
to autumn (March 2012). Further shown are daily
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Figure 28: Calculation of
the GWPED from temper-
ature perturbations on
15/16 August 2011. (left)
Temperature perturba-
tions in the MLT region
and the stratosphere.
(middle) Hourly pertur-
bation profiles. (right)
Mean GWPED (solid) and
conservative growth rate
(dashed). Reprinted with
permission from Kaifler
et al. [2015, Fig. 1], Copy-
right 2015 John Wiley &
Sons, Inc.

Figure 29: Seasonal variation of GWPED at 69◦S. The
stratosphere (blue) shows a pronounced double-
peak maximum during winter and a minimum
around the summer solstice. The MLT region (red)
shows a very similar GWPED structure during win-
ter, but a high variability during summer. Vertical
bars denote the standard deviation from the mean.
Reprinted with permission from Kaifler et al. [2015,
Fig. 6], Copyright 2015 John Wiley & Sons, Inc.

mean zonal winds `u ` < 2ms−1 taken from ECMWF
data. The wind reversal associated with the polar
vortex breakdown can be seen as the downward
progression of the blue shaded area from around
60 km altitude in October to around 20 km altitude
in December and January. As a significant result, the
GWPED in Figure 30 can be seen to decrease with
altitude below the blue shaded area during Novem-
ber and December, which indicates strong wave
filtering. From January onwards, the GWPED returns
to approximately conservative wave progression
conditions.

Figure 30: Interaction of gravity waves (GWPED,
red) with the stratospheric background wind
(`u ` < 2ms−1, blue). The GWPED is reduced below
the set wind level in November and December.
Reprinted with permission from Kaifler et al. [2015,
Fig. 8], Copyright 2015 John Wiley & Sons, Inc.

Using a simple model, Kaifler et al. [2015] reproduce
the observations and conclude that the filtering of
gravity waves in the lower stratosphere causes the
major seasonal variation of the gravity wave activity
at Davis. This is in line with conclusions by Wilson
et al. [1991], who made similar observations at mid-
latitudes. However, the situation during summer is
more complicated than during winter. The reversal
of the stratospheric winds after the breakdown of
the polar vortex results in a selective filtering of
gravity waves with small phase speeds. Waves with
large phase speeds therefore have to dominate
the MLT region, which results in the semi-annual
oscillation reported at high and mid-latitudes in
the NH [Hoffmann et al., 2010].
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15 Ice particles and temperatures
after the winter/summer transition
in the Antarctic MLT

The winter to summer transition of the MLT
region at Davis is analysed using observations
of ice particles and temperatures. Mesospheric
ice particles (observed as PMSE and NLC) were
strongly reduced at Davis (69◦S) in the austral
summer season 2010/2011. PMSE were further
observed at unusually high altitudes. Mea-
surements around summer solstice reveal an
unexpectedly high mesopause.

The transition from the winter to the summer state
of the MLT region is primarily characterised through
a pronounced temperature change. Temperatures
in the polar MLT are generally lower during summer
than during winter. Most prominently, the altitude
of the mesopause shifts from around 100 km dur-
ing winter to around 88 km during summer [Lübken
and von Zahn, 1991; She et al., 1993]. These altitude
levels are representative for the respective sum-
mer and winter hemispheres. The global “two level
mesopause” was discovered with an earlier version
of the mobile IAP Fe lidar [von Zahn et al., 1996b].
Observations with the mobile IAP Fe lidar at Davis
have again challenged our understanding of the
MLT temperature structure with the discovery of
“mesopause jumps” leading to an elevated summer
mesopause [Lübken et al., 2014, 2015]. Section 17 ex-
plains the phenomenon in detail and shows why it
can only be observed in the Southern Hemisphere.
The next two Sections follow the observations lead-
ing to the discovery more or less chronologically.
Mesospheric ice particles are an indicator of low
summer temperatures in the MLT. Higher summer
mesopause temperatures in the Southern Hemi-
sphere (SH) compared to the Northern Hemisphere
(NH) have been proposed to explain hemispheric
differences in PMSE occurrence through limitations
in ice particle formation. In general, mesospheric
ice particles in the SH (as observed as PMSE, NLC,
or PMC) have lower occurrence rates, occur towards
higher altitudes on average, and are more variable
than their counterparts in the NH [DeLand et al.,
2003; Bailey et al., 2005, 2007; Latteck et al., 2007;
Kirkwood et al., 2007, 2008; Klekociuk et al., 2008].
Studies with the Leibniz-Institute Middle Atmo-
sphere Ice (LIMA/ice) model by Lübken and Berger
[2007, 2011] reproduce these mean characteristics,

including the seasonal variation and altitude differ-
ences. However, these studies focus on multi-year
trends and have so far not explained the details
of the winter/summer transition process. The ob-
served and modelled connection of the variation
in ice particle occurrence to middle atmospheric
dynamics as reported by Siskind et al. [2003]; Kirk-
wood et al. [2008]; Karlsson et al. [2011], and others
had so far not been understood in detail.

Figure 31: PMSE intensity versus altitude at Davis
(69◦S) for 2009/2010 (a) and 2010/2011 (b), days
relative to solstice. PMSE occurrence was markedly
reduced during the austral summer 2010/2011.
Significant amounts of PMSE were observed less
than 10 days before the summer solstice. The cen-
troid altitude of early PMSE events was significantly
higher than on average. Reproduced with permis-
sion from Morris et al. [2012, Fig. 1], Copyright 2012
Elsevier Ltd.

Morris et al. [2012] present SH observations of PMSE
by the Davis MST radar, and NLC as well as tem-
peratures by the mobile IAP Fe lidar. During the
first summer of measurements with the mobile IAP
Fe lidar in 2010/2011, the occurrence rate of PMSE
was strongly reduced compared to previous years.
The first PMSE of the season were observed more
than 2 weeks later than in 2009/2010, were unusu-
ally faint, and were covering a very limited altitude
range (Figure 31). Significant amounts of PMSE were
observed a month later than in the preceding year.
Overall, the occurrence rate in 2010/2011 was re-
duced by 59% compared to 2009/2010. The PMSE
centroid altitude throughout the early season was
the highest since the MST radar became opera-
tional in 2004 (upper panel of Figure 32).
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In addition to the PMSE observations, significantly
fewer NLC were observed in 2010/2011 compared
to previous years [Morris et al., 2012]. The mobile
IAP Fe lidar detected NLC only 1.1% of the time dur-
ing 322 h of measurement between 18 December
2010 and 8 February 2011. The AAD RMR lidar, on
the other hand, had observed NLC at around 19% of
the time during 266 h of measurement at the same
location one year earlier between 22 November
2009 and 28 February 2010.

Figure 32: (top) Centroid altitude of PMSE obser-
vations during 7 austral summers at Davis, Antarc-
tica (69◦S). (bottom) NCEP data of zonal winds in
the stratosphere at 30hPa. The breakdown of the
stratospheric polar vortex can be seen in the de-
crease of the zonal wind. Years with a late polar
vortex breakdown are associated with high PMSE
early in the season (red and orange). Reprinted with
permission from Morris et al. [2012, Fig. 6], Copy-
right 2012 Elsevier Ltd.

This substantial reduction is consistent with strongly
reduced PMC observations by the OSIRIS instru-
ment onboard the Odin satellite in the same sea-
son [Gumbel and Karlsson, 2011]. Observations with
the SOFIE instrument on board the AIM satellite
later also revealed a significant (more than seven-
fold) reduction in PMC occurrence from around 35%
to less than 5% in the respective years [Hervig and
Stevens, 2014]. These satellite observations are an
independent confirmation of the lidar measure-
ments. These reductions argue for either higher av-

erage temperatures at regular PMSE/NLC altitudes,
which counteract a long residence time for the ice
particles to grow to visibly observable sizes, or for a
profound reduction in available water vapour.

First direct temperature observations with the mo-
bile IAP Fe lidar at Davis, Antarctica (69◦S) were
obtained on 14 December 2010, but only for 1 h.
Substantial temperature observations commenced
from 18 December 2010 onwards. Morris et al. [2012]
find that the mesopause was unexpectedly high at
around 92 km altitude during these first tempera-
ture measurements, with average temperatures as
low as 116 K (the results are reproduced in the top
panel of Figure 34 on page 41). This mesopause alti-
tude is about 4 km higher and the mesopause tem-
perature ∼12 K colder than the climatological mean
in the NH [Lübken, 1999]. In 2007/2008, Kirkwood
et al. [2008] had also found the SH mesopause to
be elevated by 3 km compared to earlier seasons,
which coincided with a high PMSE layer.

Mesospheric ice particles usually occur at altitudes
around 83 km to 92 km. During common (NH) sum-
mer conditions, the mesopause is roughly located
at around 88 km, in the centre of the ice particle al-
titude range. The mesopause altitude at Davis early
in the summer season was observed to be elevated
to altitudes around 92 km. As the mesopause is the
point of lowest temperatures, altitudes below the
mesopause are comparatively warmer. At common
lapse rates of around –5 K km−1, temperatures at
altitudes 4 km below the mesopause will be 20K
warmer than the mesopause. Ice nucleation at reg-
ular PMSE altitudes can therefore be reduced by
increased temperatures. Morris et al. [2012] note
that this effect alone could explain a large part of
the observed anomaly in mesospheric ice particle
occurrence.

Furthermore, an altitude increase of 5 km roughly
reduces the water vapour available for particle
growth by a factor of 10, limiting the growth of all
mesospheric ice particles at higher altitudes (see
blue lines in the left panel of Figure 36 on page 46).
As the optical visibility of NLC ice particles in-
creases with the square of the particle radius, a
5 km increase in altitude, therefore, reduces the op-
tical visibility by two orders of magnitude [Lübken
et al., 2014]. The change in average particle sizes re-
sulting from the lower availability of water vapour
could explain the observed particular strong re-
duction of larger ice particles (PMC/NLC) relative to
smaller particles observed as PMSE.
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16 Stratospheric winds and
mesospheric ice particles

Winds in the middle atmosphere control the
propagation of gravity waves, thereby influ-
encing the momentum deposition and circu-
lation in the MLT region. The first occurrence
of mesospheric ice particles after the win-
ter/summer transition has been associated
with the stratospheric polar vortex breakdown
(SPVBD). At Davis, the altitude of PMSE early in
the season strongly correlates with the timing
of the SPVBD. However, observations reveal no
good correlation of the SPVBD timing with the
first occurrence of small ice particles.

Ice particles observations have been investigated
in both hemispheres to study the variability of the
winter to summer transition in the MLT as well as
the vertical coupling of the atmospheric layers [e.g.,
Woodman et al., 1999; Siskind et al., 2003; Karls-
son et al., 2007; Benze et al., 2012]. Subsequently,
Gumbel and Karlsson [2011] note that the very late
start of the NLC/PMC season in the SH summer
2010/2011 coincided with a particularly long lasting
stratospheric polar vortex. Karlsson et al. [2011] in-
vestigate the onset of the PMC season in relation to
the stratospheric polar vortex breakdown (SPVBD).
A good correlation of the timing of the SPVBD and
the onset of PMC ice particles as observed by the
AIM satellite in the years 2007/2008 to 2009/2010
is found. The correlation is then reproduced with
the Canadian Middle Atmosphere Model (CMAM)
and explained as being caused by MLT temperature
variations through stratospheric wind filtering of
gravity waves [Karlsson et al., 2011]. The CMAM sim-
ulations show that the mesopause in the SH should
be higher, but warmer than in the NH. Kirkwood
et al. [2008] find this behaviour in analyses of MLS
temperature and VHF radar PMSE observations.

Morris et al. [2012] extend the analysis and com-
pare PMSE centroid altitudes during the 2010/2011
summer, as well as the 6 previous summers, with
stratospheric zonal wind data from NOAA’s “Na-
tional Center for Environmental Prediction” (NCEP)
Reanalysis-1 (Figure 32). Summer seasons which
experienced an early SPVBD correspond to years
in which the centroid altitude of the PMSE layer
was comparatively low, at around 85 km to 87 km
throughout the season (blue colours in Figure 32).
Summer seasons with a later SPVBD on the other

hand show unusually high PMSE centroid altitudes
of above 87 km to 90 km early in the season (red
colours in Figure 32).

Lübken et al. [2014] present wind analyses of “Mo-
dern-Era Retrospective Analysis for Research and
Application” (MERRA) data [Rienecker et al., 2011],
as well as direct observations of PMSE and tem-
peratures (reproduced in the middle panels of Fig-
ures 33 and 34). Contrary to the more qualitative
analysis of Morris et al. [2012], that study uses a
more stringent SPVBD criterion at 52 hPa and 69◦S,
similar to Karlsson et al. [2011]. Figure 33 shows
several interesting features. First, the SPVBD (red
dot) in the first two summer seasons (2010/2011
and 2011/2012) occurred very late in the season
around summer solstice, towards the positive stan-
dard deviation of the long-term wind observations
(black). Second, the zonal-mean zonal wind de-
creased markedly around 35 days before solstice in
2011/2012 but recovered thereafter (middle panel).
Lübken et al. [2015] call this behaviour a “quasi-late
breakdown”. Third, in contrast to the first two sea-
sons, the SPVBD occurred unusually early at around
40 days before summer solstice in the summer sea-
son 2012/2013 (bottom panel). From 20 days before
summer solstice onwards, the winds in 2012/2013
followed typical NH winds (green).

During the 2011/2012 summer season, PMSE with
a mean centroid altitude of 86 km first occurred
sparsely on 16 November 2011. As Figure 34 shows,
the centroid altitude of the PMSE (red line) then
follows the temporal development of the mesopause
at a distance of around 3 km to 4 km. PMSE in 2010/2011
and 2011/2012 occur at very high centroid altitudes
of above 89 km altitude during the SPVBD at around
summer solstice. Note that (charged) ice parti-
cles cannot be observed as PMSE a lot higher than
94 km because the increasing kinematic viscosity
prevents the creation of turbulent structures, elim-
inating a necessary criterion for radar detection
[Lübken et al., 2009].

However, when comparing wind and PMSE data of
all three seasons, Lübken et al. [2015] note that
stratospheric winds do not necessarily correlate
well with the onset of ice particles after the win-
ter/summer transition of the MLT. In the seasons
2011/2012 and 2012/2013, PMSE were first observed
at very similar dates, around 40 days before sum-
mer solstice. The final SPVBD, however, occurred al-
most exactly around summer solstice in 2011/2012
but 40 days earlier in 2012/2013.

39



Summary

Figure 33: Zonal-mean zonal winds (red) close to
52 hPa at 69◦S in the summer months of the years
2010–2013. The stratospheric polar vortex break-
down (SPVBD; red dot) can be characterised to oc-
cur when the winds drop below 10ms−1 (blue line).
In the years 2010/2011 and 2011/2012, the SPVBD
occurred later than the long-term average in the SH
(black; mean and standard deviation of anomalies).
In contrast, the SPVBD occurred unusually early in
2012/2013. In the NH, average stratospheric winds
are less eastward throughout summer (green).
Reprinted with permission from Lübken et al. [2015,
Fig. 9], Copyright 2015 John Wiley & Sons, Inc.

In summary, the observations at Davis, Antarctica
find a correlation of PMSE centroid altitudes dur-
ing the early summer season with the timing of
the reversal of stratospheric winds during the win-
ter/summer transition of the SH. It is obvious from
Figure 32 that the PMSE centroid altitude is ele-

vated in years with a late SPVBD, i.e. when the zonal
wind change from prevailing westerlies to easter-
lies (from positive to negative values) occurs late
in the SH summer season. However, contrary to
previous findings by Karlsson et al. [2011], the tim-
ing of the onset of small ice particles as observed
as PMSE by the Davis MST radar does not show a
good correlation with the SPVBD. This seems to be
strongly related to the different temperature struc-
ture of the MLT region in the respective years.

17 Elevated Summer Mesopause

Lidar observations at Davis (69◦S) reveal unex-
pected MLT temperatures during the summer
months of some years, while other years re-
semble conditions in the Northern Hemisphere
(NH). Under suitable middle atmospheric
wind conditions in the Southern Hemisphere
(SH), gravity waves can propagate to unusual
altitudes where they deposit their momen-
tum. This high altitude momentum deposi-
tion causes an increased summertime polar
upwelling, leading to an “Elevated Summer
Mesopause” (ESM). An ESM has never been ob-
served in the NH and changes the conditions
for ice particle growth in the respective years.

The thermal structure of the summer MLT is signif-
icantly influenced by breaking gravity waves and
the subsequent residual circulation. The circula-
tion change from the winter to the summer state
of the upper polar atmosphere requires gravity
waves with eastward phase speeds to break in the
MLT. The gravity waves relevant for the momentum
deposition predominantly originate in the tropo-
sphere and propagate upwards through the mid-
dle atmosphere. In the middle atmosphere, gravity
waves become unstable or are filtered at critical
layers when their phase speed and the background
wind speed are equal or differ only slightly [e.g.,
Fritts and Alexander, 2003]. During winter condi-
tions, the persistent stratospheric polar vortex
is characterised through strong eastward winds,
prohibiting the propagation of gravity waves with
eastward phase speeds. Mesospheric winds are
weak during winter, setting a further boundary for
gravity waves, as wave breaking can result through
dynamic instabilities.
Sections 14 to 16 have already discussed the cou-
pling of lower atmospheric layers to the MLT through
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gravity wave filtering due to background winds.
Differences between the hemispheres originate
through different wind patterns and, to a smaller
extent, radiative differences. Calculations with the
Canadian Middle Atmosphere Model (CMAM) predict
the mesopause in the SH to be higher, but simul-
taneously warmer, than in the NH [Karlsson et al.,
2011]. These calculations had been in line with
satellite observations of higher average mesopause
temperatures in the SH compared to the NH [e.g.,
Huaman and Balsley, 1999].

Observations at Davis

Figure 34 summarises the summer MLT temperature
observations by the mobile IAP Fe lidar at Davis
in the seasons 2010/2011 to 2012/2013, including
the results presented by Morris et al. [2012] (up-
per panel), Lübken et al. [2014] (middle panel), and
new results by Lübken et al. [2015] (lower panel).
As previously noted, the mesopause altitude in
2010/2011 was unusually high early in the season
and declined thereafter. A similar behaviour was
observed in 2011/2012. As expected from similar
observations in the NH, temperatures through-
out the MLT in 2011/2012 drop by around 20K at
all altitudes during the winter/summer transition
about 60 to 40 days before the summer solstice.
The mesopause altitude (white line in Figure 34)
drops to around 89 km at the beginning of summer.
This altitude, as well as the absolute temperatures,
are similar to common NH summer conditions. Sur-
prisingly, Lübken et al. [2014] then observe a very
rapid change in mesopause altitude (“mesopause
jump”). 20 days after the winter/summer transition
of the MLT in 2011/2012, the mesopause altitude
increased to nearly 94 km within about 10 days.
Interestingly, the temperatures at these “elevated
summer mesopause” (ESM) altitudes were only
around 120K, and hence lower than at common
summer mesopause altitudes in both the SH and
the NH. Shortly before summer solstice, Lübken
et al. [2014] show lidar temperature observations as
low as 100K (see Figure 36 on page 46).
The surprising behaviour of summer mesopause
jumps to an ESM had never been observed in any
hemisphere and is in contradiction to previous
modelling studies [e.g., Huaman and Balsley, 1999;
Lübken and Berger, 2007; Karlsson et al., 2011]. A
likely reason that an ESM in the polar summer MLT
had never been observed before is that no obser-

vational technique so far had the temporal and
spatial resolution of the mobile IAP Fe lidar. This
highlights the importance of the technical develop-
ments described in Section 3.

Figure 34: Lidar observations of temperatures
(colour scale) in the MLT region at Davis, Antarc-
tica (69◦S). The summer mesopause altitude (white
line) is elevated shortly before summer solstice
when the polar vortex breakdown (red dot) occurs
late in the season. The timing of the onset and the
mean altitude of PMSE (red line) are also affected
by this transition, with PMSE generally following
the mesopause altitude. Temperature data are
smoothed with Hann filters of 14 days (horizontal)
and a 2 km (vertical) width. Reprinted with permis-
sion from Lübken et al. [2015, Fig. 3], Copyright 2015
John Wiley & Sons, Inc.

After summer solstice, the mesopause altitude
steadily decreased in 2010/2011 and 2011/2012,
and absolute temperatures were comparable to the
NH later in the season [Lübken, 1999; Lübken et al.,
2014]. The downward motion of the mesopause can
be explained by the effect of interhemispheric cou-
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pling in the middle atmospheric circulation [Kör-
nich and Becker, 2010; Becker et al., 2015]. Around
60 days after summer solstice, the MLT experiences
the autumn transition and temperatures, as well as
the mesopause altitude, then rapidly increase to
the winter state (not shown).
To explain the observations and the hemispheric
differences, Lübken et al. [2015] investigate zonal
MF radar winds obtained at Davis (Figure 35) and
compare them to stratospheric winds, as well the
correlation with MLT lidar temperatures (Figures 33
and 34). Interestingly, MF radar winds during the
ESM period are observed to be much more west-
ward than during non-ESM conditions. Further-
more, westward winds extend to higher altitudes
during ESM periods.
Lübken et al. [2015] then use the Kühlungsborn
Mechanistic Climate Model (KMCM) by Becker et al.
[2015] to reproduce the wind fields and tempera-
tures in the MLT. Comparing both hemispheres, as
well as control runs without gravity wave interac-
tions, Lübken et al. [2015] reproduce several fea-
tures of the MLT temperature structure. The anal-
ysis suggests that mesospheric winds above the
stratospheric polar vortex change the gravity wave
propagation in the years with and without ESM.

Explanation of the ESM

Lübken et al. [2016] have recently presented further
correlation analyses of wind fields in the middle
atmosphere and MLT temperature changes. In com-
paring the wave forcing in the SH with the NH, that
study provides a comprehensive explanation of the
mesopause jumps and the ESM at Davis:
The polar vortex with strong eastward winds is
much more persistent in the SH than in the NH
and acts as a barrier for gravity waves with east-
ward phase speeds. The momentum of these waves
does not reach the MLT. Occasionally, the SPVBD in
the SH occurs as late as 1 or 2 days before summer
solstice. Shortly before the SPVBD, gravity waves
with large eastward phase speeds can propagate
through the stratosphere in the early summer sea-
son. Simultaneously, winds in the summer meso-
sphere are strongly westward. The reduced vertical
flux of eastward momentum (compared to mean
summer conditions in the NH or later in the SH)
results in even stronger westward winds in the up-
per mesosphere. The strong westward mesospheric
winds are a consequence of the reduced gravity

wave flux through strong stratospheric winds and
the downward control principle [Haynes et al., 1991;
Becker, 2012; Becker et al., 2015]. Gravity waves
with high eastward phase speeds can then pass
the mesopause region without breaking because
the different signs of phase speed and background
wind speed lead to large vertical wavelengths and
comparatively stable conditions. The wave am-
plitude increases further with increasing altitude,
breaking only at unusually high altitudes in the
lower thermosphere at around 95 km. The relative
effect of the momentum deposition is stronger at
higher altitudes, inducing even stronger eastward
winds, a stronger meridional flow through the Cori-
olis force, and a subsequently even stronger up-
welling to higher altitudes. This causes the very low
temperatures of the ESM.

As Lübken et al. [2016] note, two important aspects
of this explanation are (a) slightly eastward winds
which filter gravity waves with low phase speeds,
but let waves with high speeds pass to the meso-
sphere, and (b) strongly westward winds in the
mesosphere, enabling the wave propagation to
the lower thermosphere. An ESM can therefore
only be found if the timing of stratospheric and
mesospheric winds is favourable. This condition is
never fulfilled in the NH, where the SPVBD occurs
early in the season, when mesospheric winds are
still in their weak, predominantly eastward winter
state. The different stratospheric wind patterns of
the hemispheres are therefore responsible for the
hemispheric differences observed in the summer
polar MLT, including different mesopause altitudes
and presumably all observed differences in ice par-
ticle occurrence described in Section 15. The im-
portance of gravity waves with large phase speeds
for the dynamics of the MLT is in line with the con-
clusions of Kaifler et al. [2015] about the selective
filtering in the stratosphere (see Section 14).

ESM influence on ice particles

The temperature structure of the summer MLT is
highly important for the formation of ice particles.
The temporal evolution of temperature around the
mesopause is consistent with the findings of Sec-
tion 15 which showed a strong correlation of PMSE
centroid altitudes with stratospheric winds. Be-
low the ESM, the sublimation of ice particles is
increased, and ice particles occur in the colder
regions at higher altitudes. The increased PMSE
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centroid altitudes (Section 15) is, therefore, a mani-
festation and indication of an ESM in certain years.

Figure 35: Zonal wind observations in the MLT by
the MF radar at Davis, Antarctica (69◦S) in the years
2010/2011 to 2012/2013. The red dot marks the
stratospheric polar vortex breakdown (SPVBD)
around 2, 1, and 40 days before the summer sol-
stice, respectively (see Figure 33). The wind con-
ditions throughout the middle atmosphere in-
fluence the gravity wave propagation to the MLT
and the subsequent wave breaking and momen-
tum deposition. In years with a late SPVBD, strong
negative (westward) winds up to high altitudes
can be present in the Southern Hemisphere, lead-
ing to a strong summer polar upwelling and very
low temperatures. Reprinted with permission from
Lübken et al. [2015, Fig. 6], Copyright 2015 John Wiley
& Sons, Inc.

As the mesopause altitude decreases to common
NH values later in the 2010/2011 season, the tem-
perature lapse rate below the ESM can no longer
explain the reduction in ice particle occurrence.

However, Morris et al. [2012] note that the wind
pattern observed by the Davis MF radar suggests
a warming by a 2-day wave [Morris et al., 2009].
This, together with strong thermal tides reported
by Lübken et al. [2011] (see Section 12) could in-
crease average temperatures and reduce ice parti-
cle growth. It may also be speculated that a change
in wind and vertical transport later in the season
reduced the available water vapour compared
to other seasons. More understanding of these
processes is required and might in the future be
achieved by comprehensive 3D modelling.

18 Definition of the summer season in
the polar MLT

In the Southern Hemisphere, the MLT region
temperature transition between winter and
summer is coupled to the timing of the polar
vortex breakdown. The resulting variability
has consequences for some MLT investiga-
tions such as the interpretation of trends in ice
particle occurrence.

The implications of the traditionally defined sea-
sons based on astronomical parameters (i.e., spring
and fall equinox as well as summer and winter sol-
stice) for atmospheric research are seldom con-
sidered. When investigating the annual cycle of
atmospheric parameters, common analyses include
mean winter temperature, seasonal average cen-
troid altitude of a metal layer, or days with ice par-
ticle occurrence during the summer season.
However, Lübken et al. [2015] point out that the as-
tronomical definition of the “Summer Season” may
be misleading in certain situations of atmospheric
research. As detailed in the preceding Sections, the
MLT temperature transition and the occurrence of
ice particles depend on the timing of the SPVBD.
This is of particular importance when statistically
comparing the occurrence of ice particles of several
years [e.g., DeLand et al., 2003, 2007]. If an aver-
age is given respective to “all days of summer”, the
comparison of various years might lead to incorrect
interpretations. For such applications, the begin-
ning of the summer state of the polar MLT in the SH
might, therefore, be most accurately defined by the
timing of the temperature transition, not by a fixed
date in the astronomical calendar.
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Further Results and Outlook

The measurement campaigns of the mobile
IAP Fe lidar have produced an unprecedented
dataset with several unexpected new observa-
tions. Not all results have yet been published
or fully analysed. The following sections give
an overview of some preliminary analyses of
important observations.

19 MLT temperature climatology for
the austral polar region

Lidar oservations at Davis, Antarctica (69◦S)
have yielded around 2 900h of high accu-
racy temperature measurements in the MLT
region. The measurements cover all months
of the year and all hours of the day. The re-
sulting dataset is the most comprehensive
high-resolution temperature climatology of the
austral polar MLT region.

Accurate temperature datasets are essential for un-
derstanding Earth’s atmosphere. Global reference
atmospheres and models provide a broad overview
of important aspects [e.g., CIRA-86 and NRLMSISE-
00, Fleming et al., 1990; Picone et al., 2002]. How-
ever, these references and predictions do not show
short term variations, need observational input,
and have to be tested for their accuracy.

Existing datasets

Temperature observations in the polar MLT of the
Southern Hemisphere (SH) have been obtained by
several means, including measurements by satel-
lites, sounding rockets, OH imagers, meteor radars,
and resonance lidars. All observations have their
respective strenghts and were used for several im-
portant studies. However, all observational meth-
ods also have their own shortcomings.
Satellite observations such as Aura(EOS)/MLS,
TIMED/SABER, and AIM/SOFIE provide a near-global
image of MLT temperatures. However, they are par-
ticularly limited in their vertical and temporal res-
olution. For example, the vertical resolution of MLS

temperatures in the MLT region is around 14 km
[Schwartz et al., 2008]. The error of the SABER tem-
perature retrieval can increase from around 1.5–5 K
under favourable conditions to 18 K during the po-
lar summer months [García-Comas et al., 2008]. MLT
temperature measurements by the SOFIE exper-
iment are expected to have a precision of ∼0.2 K
and are obtained during 15 sunsets and sunrises
per day [Gordley et al., 2009]. However, the AIM
satellite is in a retrograde circular polar orbit and
the measurements only take place near the time
of local sunrise and sunset [Russell et al., 2009].
Temperature variations by thermal tides in parti-
cluar can therefore bias the mean, and a warm bias
of 10 K has been observed in comparison to other
measurements [Hervig and Gordley, 2010].

Observations of dynamic features from space are
furthermore hampered by the precession of the
satellites. In the case of the higher resolution SABER
measurements, the precession of the TIMED satel-
lite means that a full 24 h coverage at given point
requires and integration of 60 days of observations.
Although tidal analysis are still possible with the
datasets [e.g., Zhang et al., 2010], none of these
techniques allow to resolve waves on shorter time
scales or the highly dynamical features in the MLT
region as presented in this thesis.

A resonance lidar climatology at the South Pole has
been obtained by [Pan and Gardner, 2003], covering
26 h of measurements during the crucial summer
months November to February (see right panel of
Figure 36). With such little data, a potentially strong
bias by gravity wave or tidal activity seems likely.
Furthermore, Lübken et al. [2015] point out that
those measurements during the summer months
did not actually capture the mesopause directly,
but interpolated the data above and considerably
below the suspected mesopause altitude. Addition-
ally, no observations were made during November
at all, leaving quite an important gap of data during
the crucial transition time from the winter to the
summer state of the Southern Hemisphere. The SH
summer months, however, are particularly crucial
for many analyses in regards to PMC occurrence or
the residual circulation [e.g., Lübken et al., 2016].
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Figure 36: Example measurements of the improved temperature climatology data set obtained by the mobile
IAP Fe lidar. (left) 24 h measurement at Davis, Antarctica on 17/18 December 2011: 96 profiles integrated for 1 h
every 15 minutes (black), daily mean profile (red) and comparison to climatology of the Northern Hermisphere
(green). The mesopause is observed to be high and cold with mean temperatures below the frost point (cyan).
Waves cause a high variability throughout the day. (right) Comparison of one day of measurements with the
mobile IAP Fe lidar (mean and variance, blue) and previously existing dataset from the South Pole (red). The
new dataset contains considerably more hours of measurement throughout the summer months, providing a
far more accurate representation of the MLT temperature structure and variability. Reprinted with permission
from Lübken et al. [2014, 2015] Copyright 2014 and 2015 John Wiley & Sons, Inc.

New dataset

The new climatology obtained by the mobile IAP
Fe lidar at Davis, Antarctica (69◦S) covers around
2 893 hours of Fe density and temperature measure-
ments. While observations of at least 129 h were
obtained during all months of the year, the dynamic
summer months November to February were cov-
ered particularly well with at least 248 h and up to
392 h (see Figure 42 on page 60). The new temper-
ature climatology contains 50 times more hours of
measurement than the existing lidar climatology by
Pan and Gardner [2003] during the crucial summer
months. To date, this is the most comprehensive
high-resolution temperature dataset of the MLT
region in the SH. The observation of the high alti-
tude of the summer mesopause during some years
was unexpected and lead to new insights about
the atmospheric coupling (see Section 17 as well as
Lübken et al. [2014, 2015]).

Figure 36 illustrates some features of this dataset.
The new observations have revealed some of the
lowest temperature measurements ever obtained
in the atmosphere as well as a high temperature
variability throughout the day. The left panel in
Figure 36 shows all lidar measurements (black) ob-
tained during 24 h, the daily mean temperature pro-
file (red), and a comparison to the NH climatology
by Lübken [1999]. The right panel in Figure 36 com-
pares the data of this one day (blue) to the existing
austral lidar climatology (red and black) by Pan and
Gardner [2003]. The thin blue lines around the daily
mean indicate the high variability throughout one
day. This shows that temperature variations can be
substantial and need to be taken into account.

Parts of the temperature data covering the summer
months have already been published in [Lübken
et al., 2015]. The full climatology is currently being
prepared for publication.
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Figure 37: Diurnal deviation from mean Fe density per altitude at Davis, Antarctica (69◦S), averaged for all
twelve months 12/2010–12/2012. The tidal features in Fe density show the same phase structure throughout
the year, despite the pronounced seasonal variability of solar irradiance at polar latitudes. Preliminary results.
Contact author before usage of data. CC BY 4.0

20 Constant Fe tides in the polar MLT

Fe density measurements at Davis, Antarctica
(69◦S) have revealed a surprisingly regular
tidal structure. All months show the same
phase progression, regardless of changes in
solar irradiance throughout the year. WACCM-
Fe model calculations are currently being
analysed to explain these observations.

Observations with the mobile IAP Fe lidar by Lübken
et al. [2011] have revealed strong thermal tides at
Davis, Antarctica (69◦S). The observed tides had a
similar phase progression in temperatures and Fe
densities (see Section 12). New analysis shown in
Figure 37 surprisingly reveal a very constant tidal
signature in Fe densities throughout all months of
the year, which has neither been observed before
nor predicted by model calculations.
Part of the explanation is presumably the very reg-
ular occurrence of sporadic Fe layers (FeS ) at Davis,
which is a further unexpected and new observa-

tion: FeS were observed to predominantly occur
between 18UT and 22UT (23 LST and 3 LST). FeS are
usually first seen at altitudes of around 105 km to
125 km shortly before 18UT (23 LST), on rare oc-
casions even higher. As are descending in time,
they were observed to usually reach an altitude
of 100 km at around 19±1 UT (between 23 LST and
1 LST). This probably explains the high densities at
the top end of Figure 37.

Furthermore, the strong photolysis of FeOH causes
a regular creation of neutral Fe atoms on the bot-
tomside of the Fe layer, centered around local noon
(see Section 5). This effect can explain higher den-
sitites at altitudes around 80 km at around 12 LT in
Figure 37. However, the sun does not set at Davis
during the summer months, so this effect allone
cannot explain the behviour. Moreover, the temper-
ature dependence of the neutral Fe layer is strongly
reduced during the polar summer months as FeOH
is fully depleted (see Section 7). Temperature tides
as reported by Lübken et al. [2011] (see Section 12)
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are hence presumbaly not the cause for an en-
hancement of Fe. The most likely explanation of
the constant phase structure in Figure 37 is there-
fore a tidally driven downward movement of Fe
atoms created through the recombination of FeO+

in regularly occuring FeS .

The analyses presented in Section 13 are currently
being extended to model runs of WACCM-Fe, includ-
ing new reaction rates as determined by Viehl et al.
[2016a] (see Section 6). The new analyses will also
allow to directly compare the temperature influ-
ence on the chemistry.

21 The mesospheric Fe layer in
Antarctica and the Arctic

Observations of the mesospheric Fe layer in
Antarctica and the Arctic show several com-
mon characteristics but also differences. These
differences allow to further investigate the
physics and chemistry of the MLT region.

Observations with the mobile IAP Fe lidar at Davis
(69◦S, 78◦E) in Antarctica and ALOMAR (69◦N, 16◦E)
in the Arctic allow comparing differences and sim-
ilarities in Fe density. Figure 38 shows the meso-
spheric Fe layer at Davis (top) and ALOMAR (bot-
tom), centred around the respective summer sol-
stice. All available observations (listed in Figure 42
in Appendix C) contribute to these plots. Gener-
ally, both stations experience higher densities, a
larger RMS layer width, and a lower centroid alti-
tude during winter than during summer. However,
average densities at Davis are significantly larger
during the winter months than at ALOMAR. Further-
more, although densities in the middle of summer
are very low at ALOMAR, the extremely low densi-
ties observed at Davis have not yet been observed
in the NH. Both polar regions show an uplift of the
Fe layer towards to and during the summer months.
However, the upper edge of the layer is only clearly
elevated at Davis. At ALOMAR, a dip at the top edge
of the layer is observed.

As mentioned in Section 4, Davis and ALOMAR have
been specifically chosen for the observations with
the mobile IAP Fe lidar not only because of the
good infrastructure and co-located instruments,
but also because they are at nearly exactly oppo-
site latitudes of the globe. This allows for particu-
larly valuable interhemispheric comparisons. The

distance of both observational sites from the re-
spective Geographic Poles (Davis: 2 381 km, ALOMAR:
2 303 km) differs somewhat less than the different
geomagnetic latitudes. Davis is currently located at
a distance of about 2 505 km from the South Mag-
netic Pole, while ALOMAR is slightly further away
at around 2 702 km from the North Magnetic Pole.
This difference may seem small, but a change of
around 200 km means that Davis is located in the
active region of the auroral oval more often than
ALOMAR. Note that the geomagnetic distances were
calculated for 2015 and the North Magnetic Pole
currently moves north-east, increasing the distance
to ALOMAR by about 1 km to 5 km per year.
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Figure 38: Seasonal variation of the Fe layer at
Davis (69◦S) and ALOMAR (69◦N), centered around
the respective summer solstice. Measurements
in both hemispheres show an uplift of the layer
during the summer months when densities are gen-
erally lower than during winter. CC BY 4.0

The geomagnetic differences may explain why lower
absolute densities are generally observed at ALO-
MAR compared to Davis, transporting more FeO+
and other ionised species to the site. Furthermore,
the recombination process FeO+ + e – −−−→ Fe + O
may be more efficient during more regular (elec-
tron) Auroras at Davis.
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The meteoric input is roughly anti-symmetric for
Davis and ALOMAR, leading to a similar cosmic dust
input during the respective seasons [Fentzke and
Janches, 2008]. However, the also experience dif-
ferences in the meteoric input function to the re-
spective seasons due to the Earth’s orbital position
throughout the year and the orbit inclination.

Additionally, the both polar hemispheres experi-
ence a different activity (and spectrum) of gravity
and planetary waves in the MLT. Further differ-
ences of the hemispheres include the occurrence
of mesospheric ice particles (PMC/NLC, PMSE), and
different pressure altitudes due to a stronger con-
traction of the atmosphere in the colder middle
atmosphere of the Southern Hemisphere. A de-
tailed comparison of the data of the two polar lo-
cations in combination with comprehensive 3D at-
mospheric modelling will allow investigating the
physics, chemistry, and meteoric input in more de-
tail. The measurements in the Artic are currently
ongoing, filling the data gaps and increasing the
measurement statistics at ALOMAR.

22 Intraday variability of the Fe layer
and short term influence of ice
particles

Previous studies have focused on longer-term
investigations of the mesospheric metal layers.
Short-term analyses of metal layer variations
on time scales of minutes to days allow inves-
tigating metal atom transport, interaction with
mesospheric ice particles, gravity wave activity,
and mixing processes in more detail.

Analyses by Viehl et al. [2015] have shown that a
possible uptake of Fe atoms on ice particles (PMC)
has no dominating effect on the seasonal variation
of the Fe layer (Section 10). However, Viehl et al.
[2015] note that a very localised uptake during the
day as reported by Plane et al. [2004] might have a
measurable short-term effect in addition to vertical
and mean meridional transport processes, as well
as all chemical factors, involved [Viehl et al., 2016b].
Although this uptake effect is not large enough to
dominate the overall mean density of the layer, a
quantification seems necessary to fully understand
the variability of the Fe layer, for example to allow
for gravity waves analyses.

Figure 39 shows an example of the intra-day vari-
ability of the Fe layer (blue) and ice particles ob-
served as PMSE (red) during a measurement at
Davis (69◦S) shortly before the SH summer sol-
stice. Fe densities below ∼2 000 cm−3 are observed
before 22UT. After 22UT, high Fe densities up to
16 000 cm−3 are observed in an altitude range be-
tween 86 km and 96 km. The area of high Fe density
within the Fe layer generally decreases in altitude
with time. No NLC were recorded throughout the
duration of this measurement. Several interesting
points can be drawn from a preliminary of this plot.

Figure 39: Close-up of the Fe layer (blue) and PMSE
(red). The Fe layer shows considerable variation
throughout the day with very low densities before
22UT and high densities thereafter. PMSE occur
when high densities are observed and tend to be
located at the lower edge of areas with high Fe
density. The anti-correlation of low column densi-
ties and ice particle occurrence has been analysed
by Viehl et al. [2015, 2016b] on seasonal scales. An
analysis of the intra-day variability could help to
further understand the interaction of ice particles
and metal atoms in the MLT region and quantify
heterogeneous uptake. Preliminary results. Contact
author before usage of data. CC BY 4.0

First, no mesospheric ice particles (neither NLC nor
PMSE) were observed during the first part of the
measurement. In line with the seasonal observa-
tions by Viehl et al. [2015, 2016b], column densities
(not shown) in this example are low although no
ice particles are observed. On the other hand, col-
umn densities are high throughout the second part
of the observation when mesospheric ice particles
were detected through PMSE observations.
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Second, PMSE were observed between around
87 km and 93 km at the lower edge of the area of
high Fe density, and both Fe density and PMSE show
considerable variability. This variability could be
caused by gravity waves. The main PMSE layer addi-
tionally shows a general downward trend. A second
layer of weaker PMSE is further observed at around
86 km altitude below the main PMSE layer.

Third, the altitudes above 94 km show a pronounced
variability which can most likely only be explained
by strong horizontal transport or the recombination
of FeO+ to Fe in sporadic Fe layers (FeS ). However,
it is noteworthy that at altitudes above 94 km PMSE
may not be observed due to the increased kine-
matic viscosity, as the energy dissipation rate re-
quired to achieve a certain radar volume reflectivity
increases strongly above 90 km altitude [Lübken,
2013]. Ice particles could still be present but not
cause PMSE. However, the presence of ice is not
very likely, as the temperature at this altitude also
increases significantly. In fact, the measurements
show temperatures above 94 km were generally
above the freezing point on this day, see left panel
of Figure 36.

In many available observations, PMSE track the
lower edge of Fe layer where a high gradient of Fe
is observed. However, Fe densities are in general
not lower after the local occurrence of PMSE in line
with the results by Viehl et al. [2015]. In fact, the
highest densities of the measurement in Figure 39
were observed when PMSE are present. Studies
have focussed on the aspect of ice particles neces-
sary for PMSE observation. It might be possible that
the combination of metal layer and PMSE observa-
tions could also give an insight into the occurrence
of turbulence and wave breaking in the MLT. De-
tailed intra-day analyses of Fe density and PMSE
observations will help to understand all short-term
variations of the metal density as well as their rela-
tion and importance to the occurrence of PMC.

An important point to note is that although li-
dar and radar measurements have a high vertical
and temporal resolution, they only provide a one-
dimensional measurement in time. Full 4D mod-
elling of the dependent metal chemistry and trans-
port, as well as aerosol movement, are needed to
investigate a potential uptake along the track of
PMC particles. Additional 4D observations of the
mesospheric Fe layer with tilted lidars could pro-
vide a much deeper insight into these processes
and other phenomena.

23 Lidar observations of meteor
smoke particles

The polymerisation of metallic compounds in
the MLT produces meteoric smoke particles
(MSP). MSP are important for the nucleation of
ice particles in the MLT region and may affect
the global climate through interactions in the
stratosphere and deposition in the oceans.
Observations with the mobile IAP Fe lidar may
for the first time have directly measured MSP
in the middle atmosphere.

Metallic compounds in the MLT region are pre-
sumed to polymerise to meteoric smoke parti-
cles (MSP) [Hunten et al., 1980; Kalashnikova et al.,
2000]. On the one hand, MSP act as a sink for all
mesospheric metals, balancing the input of the me-
teoric source [Plane et al., 2015]. Their formation is
hence important to understand the morphology of
the metal layers (e.g., see Section 2.3). On the other
hand, MSP are thought to have important impacts
not only on the MLT region but also on the atmo-
sphere below and potentially even for the global
climate system. It is widely assumed hat MSP are
the embryonic particles for heterogeneous nucle-
ation of polar mesospheric clouds [e.g., Gumbel and
Megner, 2009]. Their abundance or absence can
hence influence the nucleation rate of ice particles
(PMSE and NLC/PMC) in the MLT region. Further-
more, MSP are thought to interact with sulphuric
and nitric acid in the stratosphere [Saunders et al.,
2012; Frankland et al., 2015] and might hence also
influence catalytic ozone depletion on polar strato-
spheric clouds. As mentioned in Section 7, MSP may
even fertilise phytoplankton and hence have an
impact on the biological activity and thus the CO2
absorbing potential of the oceans [Johnson, 2001;
Dhomse et al., 2013].

To date, no direct observations of MSP with lidars
were successful, as the particles are presumably
smaller than 5 nm and their Mie signal is hence very
week and difficult to distinguish from the back-
ground radiation with ground-based or satellite-
borne instruments. A method to detect the Mie sig-
nal of very small particles in the stratosphere and
mesosphere was introduced by Viehl [2010] in a
Diplomarbeit (German equivalent of a Master’s the-
sis). Narrowband high power laser sources as oper-
ated in the mobile IAP Fe lidar can be used to scan
the Mie profile of the MSP. A high resolutive con-
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focal Fabry-Perot interferometer (CFPI) with high
finesse and a FWHM on the order of the expected
Mie spectrum (∼5Mhz, i.e. 0.01 pm at 772 nm) can
then be used to deconvolve the spectral compo-
nents of the Mie scattering as well as the laser and
the optical filter components from the retrieved
signal. However, even small mechanical vibrations
inherent to common lidar instruments or caused
by sound waves or wind disturbances will dero-
gate the CFPI’s spectrum and require very fast ac-
tive stabilisation. The necessary fast stabilisation
was successfully demonstrated by Viehl [2010] us-
ing a distributed feedback (DFB) laser stabilised
to a compact Rubidium saturation spectroscopy
and the Pound-Drever-Hall technique [Drever et al.,
1983]. The key for atmospheric MSP detection is to
eliminate disturbances on the final detector, which
can be achieved by employing a slanting passage
through the CFPI and using a pickup mirror for the
stabilising DFB laser, hence achieving a sufficient
signal-to-noise ratio for the atmospheric signal
[Viehl, 2010].
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Figure 40: Aerosol measurements with the CFPI of
the mobile IAP Fe lidar at Davis, Antarctica. Meteor
smoke particles are thought to have been observed
at an altitude of 24–30 km above the stratospheric
Junge layer. Preliminary results. Contact author
before usage of data. CC BY 4.0

An aerosol detection branch with a CFPI as de-
scribed by Viehl [2010] was implemented in the
detection bench of the mobile IAP Fe lidar in 2010.
It has been in parallel operation during most mea-
surements since that time, albeit mostly with re-
duced capability due to the optimisation of the
laser cycle for MLT temperature measurements.
Nevertheless, preliminary analysis of mesospheric
and upper stratospheric aerosol data obtained with
the system at Davis, Antarctica (69◦S) indicate faint

but lasting aerosols originating at MLT altitudes.
The observed aerosols seem to be primarily cre-
ated during autumn and descend towards summer.
Figure 40 shows an example of measurements with
the presumed MSP at altitudes between 24 km and
30 km. A particularity of the measurements of the
example shown is that the continuous stratospheric
Junge layer had dropped to below 24 km during the
days around the observation, enabling to see the
presumed MSP very clearly. These results are cur-
rently being confirmed and compared to 3D WACCM
calculations of MSP creation and transport in coop-
eration with the School of Chemistry of the Univer-
sity of Leeds.

24 Comparison of Fe lidar and OH
spectrometer temperature
observations

Temperature measurements of the mobile IAP
Fe lidar at Davis, Antarctica are compared to
co-located OH(6-2) Czerny-Turner spectrometer
measurements. The temporal evolution of the
two temperature datasets is strikingly similar
but shows a persistent temperature bias. The
joint measurements with high precision open
up the possibility to investigate the fundamen-
tal temperature retrieval of OH* temperature
measurements.

Airglow emissions by excited hydroxyl (OH) atoms in
the OH layer at around 86 km altitude can be used
to observe MLT temperatures remotely. Ground-
based spectrometers provide no altitude resolution
but can determine temperatures during night-time
or deep twilight conditions. These spectrometer
measurements can be conducted continuously and
have been performed for more than two decades,
allowing trend analyses with high precision.
Measurements with the Davis Czerny-Turner spec-
trometer at the OH(6-2) band near 840nm have
been employed by French and Klekociuk [2011] to
determine MLT temperature trends at Davis, Antarc-
tica (69◦S) between 1995 and 2011. That study found
a solar cycle dependence of 4.8±1.0 K/100 SFU
and a long-term cooling trend of 1.2±0.9 K/decade
(R2=0.70). Absolute OH temperature measurements
require several assumptions about the emission
altitude and the transition probabilities of the ex-
cited hydroxyl states. The observations at Davis
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have been validated by comparison to satellite
measurements French and Mulligan [2010] using
transition probabilities by Langhoff et al. [1986].

During the 2011 winter, both the Davis OH(6-2)
Czerny-Turner spectrometer and the mobile IAP
Fe lidar have obtained full seasonal coverage of
MLT observations at the same location. The differ-
ent operational principles cause a slightly differ-
ent temporal coverage of the instruments: due to
the warm-up process of up to 1 h and general in-
strument deterioration considerations, the mobile
IAP Fe lidar is only ever switched on for measure-
ment windows which are expected to last several
hours. The passive OH spectrometer, however, also
observes temperatures through thin cloud cover
or during short periods of clear sky in otherwise
cloudy tropospheric weather conditions. The mo-
bile Fe lidar, on the other hand, can measure during
full daylight. The OH spectrometer only measures
during periods of darkness or deep twilight. These
instrument differences cause a further and even
larger deviation in observational hours in early and
late winter, when the sun is not entirely below the
horizon.

Figure 41 shows temperature observations by the
Davis OH(6-2) Czerny-Turner spectrometer (orange)
and the mobile IAP Fe lidar during the joint mea-
surements in 2011. Lidar temperatures are calcu-
lated as a weighted composite at the altitudes of
the OH layer. The mean vertical weighting profile
(VERm) was taken from TIMED/SABER observations
[French and Mulligan, 2010] and calculated for two
cases, assuming a peak emission altitude at 85.6 km
(green) and 84.5 km (blue), respectively. As can be
expected from the winter state of the MLT, lidar
temperatures are generally higher at lower alti-
tudes. All temperatures shown are smoothed with a
14-day Hann window.

Two important features emerge from the instru-
ment comparison in Figure 41. First, absolute tem-
perature measurements show an average offset of
around 9.2 K and 7.8 K when assuming peak emis-
sion altitudes at 85.6 km and 84.5 km, respectively.
This bias is significant (error bars not shown). Sec-
ond, temperature measurements from both instru-
ments show a strikingly similar temporal evolution.
When artificially shifting one of the temperature
sets by 8 K (grey), similarities and differences can
be investigated more easily. Deviations are largest
at the beginning and end of winter when the peri-
ods of observation differ the most.

The strong similarity of the temporal evolution
confirms the observations of the co-located in-
struments. The significant absolute bias, however,
can only be explained by a systematic error in the
temperature retrieval of at least one of the instru-
ments.
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Figure 41: Temperature measurements by the Davis
OH(6-2) Czerny-Turner spectrometer (orange) and
the mobile IAP Fe lidar at Davis, Antarctica (69◦S)
during the 2011 winter. OH layer emissions are
assumed to peak at around 86 km altitude. Lidar
temperatures are calculated for mean OH layer
altitude distributions taken from SABER observa-
tions (VERm) at around 85.6 km (green) and 84.5 km
(blue). The offset between the datasets is signif-
icant (error bars not shown). The temperatures
agree within the error bars when a bias of 8 K is
subtracted (grey). OH(6-2) data courtesy of Dr W.
John R. French, AAD. Preliminary results. Contact
author before usage of data. CC BY 4.0

As described in Section 3, the mobile IAP lidar’s
temperature retrieval has been validated against
other resonance lidars, as well as falling spheres,
and can spectrally determine deviations from the
LTE or other inconsistencies in the form of the res-
onance spectrum. Furthermore, if temperatures by
the mobile IAP Fe lidar were to be offset by around
–8K to –10K, temperatures during summer would
no longer be in agreement with the observations
of mesospheric ice particles. Indeed, PMSE have
been observed exactly during the periods and at
altitudes of the super-saturated regions shown in
the left panel of Figure 36.
The temperature retrieval of the Davis OH(6-2)
Czerny-Turner spectrometer has been compared
to satellite observations by Aura(EOS)/MLS and
TIMED/SABER. French and Mulligan [2010] find a
systematic trend when comparing against SABER
v1.07 data, and a warm bias of around 10K of OH
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temperatures compared to MLS v2.2. However, a
comparison of Davis OH(6-2) temperatures with
more recent SABER v2.0 and MLS v3.3 datasets
shows further improved agreements: the previ-
ously reported temperature trend of SABER v1.07
is no longer observable in SABER v2.0, and abso-
lute OH(6-2) temperatures now only have a positive
bias of around 2K compared to MLT v3.3 (W. John
R. French, AAD, personal communication).

Both instruments, therefore, appear not only to
be precise, but accurate in their temperature re-
trieval. However, as Section 19 briefly mentioned,
both TIMED/SABER and Aura(EOS)/MLS tempera-
ture climatologies have been successfully used for
a range of purposes, but also have limitations in
their application due to the low vertical and tempo-
ral resolution. A warm temperature bias of OH(6-2)
temperature therefore currently seems more likely
than a negative temperature bias of the mobile IAP
Fe lidar.

Indeed, results by Noll et al. [2015, 2016] suggest
that OH(6-2) could show a positive temperature
bias of more than 5 K due to incorrect Einstein co-
efficients employed by Langhoff et al. [1986] and
others. Temperatures determined by the Davis
OH(6-2) Czerny-Turner spectrometer could, there-
fore, be significantly lower when being recalculated
using revised transition probabilities. The common
volume measurements at Davis could be an exper-
imental confirmation of a revised OH temperature
retrieval, achieved by comparing a ground-based
OH(6-2) spectrometer, not to a satellite, but a high-
resolution resonance lidar.

Theoretical considerations by Grygalashvyly et al.
[2014] and recent observational results by Teiser
and von Savigny [2016] for the Northern Hemi-
sphere additionally suggest that the altitude of the
OH layer may have previously been determined to
high at polar latitudes. These results make a peak
OH emission altitude of around 84.5 km or even
lower likely during the polar winter.

These results and hypotheses need to be tested
further. However, a detailed comparison of lidar
and spectrometer data places important constraints
to the uncertainties of the existing studies. The fur-
ther analysis of Fe lidar and OH spectrometer data
could, therefore, have a very significant influence
on the calculation of all temperatures derived from
OH* emissions and the trends derived from their
analyses.

25 Outlook

Measurements with the mobile IAP Fe lidar
continue in the Artic at ALOMAR (69◦N). Fur-
ther analyses of the obtained datasets with
co-located instruments may allow insights into
ion-molecule chemistry and sporadic (FeS and
ES ) layers, the magnetosphere, gravity wave ac-
tivity, and the mixing of trace species. Attempts
are being undertaken to detect additional
metallic species such as nickel (Ni) or alu-
minium(II) oxide (AlO), as well as helium (He)
in the upper atmosphere. Ongoing technical
developments aim to simplify measurement
operations further and enable nearly fully
automated remote measurements. A newly de-
veloped technique will in the near future allow
improved lidar wind observations.

The dataset obtained by the mobile IAP lidar is not
yet fully analysed, and the publication of results is
still ongoing. Several preliminary results of analy-
ses have been briefly described in Sections 19 to 24.
Moreover, the datasets of temperatures, Fe den-
sities, and aerosols in the middle atmosphere are
still growing as the measurements of the mobile
IAP Fe lidar are continuing at ALOMAR (69◦N). As
section 4 noted, a host of instruments probing vari-
ous aspects of the MLT region are operated at Davis
and ALOMAR. The analyses of the joint datasets will
be subject to future studies.

Comparisons with ionosonde, magnetometer, and
riometer data

The observations at Davis have shown a very reg-
ular occurrence of sporadic Fe layers (FeS ) at spe-
cific local solar times around 2 LST to 3 LST. FeS are
thought to be composed of ionic species (Fe+, Mg+)
and known to be correlated to sporadic E layers
(ES ) MacDougall et al. [2000]; Delgado et al. [2012,
e.g.,]. These observations underline the high im-
portance of ion-molecule chemistry for the metal
layers. Atmospheric tides further cause a strong
vertical coupling of the neutral atmosphere and the
ionosphere [England et al., 2006]. Lidar observa-
tions of mesospheric metals can, therefore, provide
insights into the physics and chemistry of ES.

Measurements of ES as well as electron densities
by an ionosonde are available at Davis. A detailed
comparison with Fe lidar data might provide fur-
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ther insight into the dynamics of the sporadic lay-
ers. Additionally, co-located measurements with a
magnetometer and a riometer (SHIRE) at Davis al-
low the analysis of the geomagnetic influence on
the metal layers. Such studies may provide further
insights into the ion-molecule chemistry and trans-
port processes, particularly in the polar regions.

Measurement of further species

During the past decades, only a handful of metals
and other trace species in the MLT have been suc-
cessfully probed by lidars on a continuous basis
(Fe, Na, K, and Ca/Ca+). As briefly described in Sec-
tion 2.4, this is mainly due to a lack of suitable tran-
sitions. However, it may be possible to probe some
additional species. Collins et al. [2015] recently re-
ported first measurements of the mesospheric Ni
layer. However, these measurements have not yet
been extended to seasonal scales or reproduced
by other groups. Additionally, aluminium(II) oxide
(AlO) and helium (He) should also have sufficiently
large backscatter coefficients at reasonably high
number densities. It might be possible to probe the
species by ground-based lidars in the near future.
The resonance lines of AlO and Ni are outside the
spectral range of the mobile IAP Fe lidar’a alexan-
drite laser but can be probed with dye lasers. Such
observations are interesting for several reasons.
First, such analyses allow studying the chemistry
of these species. Second, as the knowledge about
further metal layers places additional constraints
on 3D atmospheric chemistry models, it can im-
prove the overall representation of the MLT. Third,
additional metals observations can improve the
analysis of the meteoric ablation processes and
cosmic dust evolution. Observations of AlO would
additionally allow very good estimates of atomic O,
which is crucial to the chemistry of the MLT.
Furthermore, the observation of He could allow
probing temperatures up to very high altitudes in
the thermosphere. Continuous improvements of
mobile alexandrite lidars will soon allow the simul-
taneous measurement of 2–3 species (Fe, K or/and
He) as well as an improved detectability of aerosol
particles in the mesosphere and stratosphere.

Technical improvements

Continuous technical developments aim at further
simplifying the operation of the mobile IAP Fe lidar.

With an increasingly higher degree of automation,
more measurement hours can be obtained. Addi-
tional improvements are performed to increase the
reliability of all components, including the infras-
tructure components, to ensure little downtime and
prolonged maintenance intervals. These advan-
tages are particularly important when operating at
remote locations.
The recent development of a new diode-pumped
alexandrite laser will allow very small, autonomously
operating lidar systems capable of probing the MLT
region in four dimensions. Such instruments not
only allow improved resolution and coverage of the
metal layers but also allow to discern chemical and
transport processes and directly probe the diffu-
sion of ablating meteors.
Two important aspects of the successful operation
of the mobile IAP Fe lidar are the real-time assess-
ment of the laser spectrum and the ultra-fast data
compression of the retrieved signal, allowing an
instant feedback of the atmospheric signal to the
laser. Both techniques have been described in a
patent by Höffner [2015].
A novel method to determine wind speeds in the
middle atmosphere with lidars has recently been
submitted as a patent by Höffner et al. [2016], cur-
rently pending in Germany and to be submitted in
Europe and the USA. The method will allow signifi-
cantly improved lidar measurement of winds from
the troposphere to the mesosphere due to a drasti-
cally increased SNR compared to other techniques.
These examples show the technical spin-off capa-
bility of basic atmospheric research.

Ongoing measurements

Measurements with the mobile IAP Fe lidar are cur-
rently continuing at ALOMAR (69◦N). The tempera-
ture climatology will complement previous results
by Lübken [1999] obtained at the same location.
Additionally, the co-located instruments at ALO-
MAR, as well as the sounding rocket facilities at
the ASC, will allow an even more detailed analysis
of various atmospheric properties. The upcoming
measurement campaigns and analyses may well
provide further unique insights into the physics
and chemistry of the MLT and its role in the global
atmosphere.
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Appendix A: Abbreviations

AAD Australian Antarctic Division
AIM Aeronomy of Ice in the Mesosphere
ALOMAR Arctic Lidar Observatory for Middle Atmosphere Research
ANARE Australian National Antarctic Research Expeditions
APD Avalanche Photodiode
ASC Andøya Space Center
B3LYP Becke Three-Parameter Lee-Yang-Parr
BMBF Bundesministerium für Bildung und Forschung
BOM Bureau of Meteorology (Australia)
CAM Coulomb-Attenuated Method
CFPI Confocal Fabry-Perot Interferometer
CIRA COSPAR International Reference Atmosphere
CODITA Cosmic Dust in the Terrestrial Atmosphere
COSPAR Committee on Space Research
DFB Distributed Feedback
DFG Deutsche Forschungsgemeinschaft
DFT Density Functional Theory
ECMWF European Centre for Medium-Range Weather Forecasts
EOS Earth Observing System
ERC European Research Council
ESM Elevated Summer Mesopause
FOV Field of View
FWHM Full Width at Half Maximum
GOMOS Global Ozone Monitoring by Occultation of Stars
GPS Global Positioning System
GSWM Global Scale Wave Model
GWPED Gravity Wave Potential Energy Density
HF Hartree-Fock
HF High Frequency
IAP Leibniz-Institute of Atmospheric Physics at the University of Rostock
IR Infrared
KMCM Kühlungsborn Mechanistic General Circulation Model
LBO Lithium Triborate
LIDAR Light Detection and Ranging
LIMA Leibniz-Institute Middle Atmosphere Model
LST Local Solar Time
LT Local Time
LTE Local Thermodynamic Equilibrium
MAARSY Middle Atmosphere ALOMAR Radar System
MaTMeLT Mixing and Transport in the Mesosphere/Lower Thermosphere
MERRA Modern-Era Retrospective Analysis for Research and Application
MF Medium Frequency
MLS Microwave Limb Sounder
MLT Mesosphere–Lower Thermosphere
MST Mesosphere, Stratosphere, Troposphere
MSP Meteor Smoke Particles
NASA National Aeronautics and Space Administration (US)
NCAS National Centre for Atmospheric Science (UK)
NCEP National Center for Environmental Prediction (US)
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NH Northern Hemisphere
NLC Noctilucent Cloud
NOAA National Oceanic and Atmospheric Administration (US)
NRL Naval Research Laboratory (US)
NRLMSISE NRL Mass Spectrometer and Incoherent Scatter Radar Extended
OSIRIS Optical Spectrograph and Infrared Imager System
PACOG Processes and Climatology of Gravity Waves
PMC Polar Mesospheric Cloud
PMSE Polar Mesospheric Summer Echoes
PMT Photomultiplier Tube
RMR Rayleigh-Mie-Raman
RMS Root Mean Square
RSV Research and Supply Vessel
ROMIC Role of the Middle Atmosphere in Climate
SABER Sounding of the Atmosphere Using Broadband Emission Radiometry
SCIAMACHY Scanning Imaging Absorption Spectrometer for Atmospheric Chartography
SFU Solar Flux Unit
SH Southern Hemisphere
SHG Second Harmonic Generation
SHIRE Southern Hemisphere Imaging Riometer Experiment
SNR Signal-to-Noise Ratio
SOFIE Solar Occultation for Ice Experiment
SPVBD Stratospheric Polar Vortex Breakdown
TIMA Trends in the Middle Atmosphere
TIMED Thermosphere Ionosphere Mesosphere Energetics and Dynamics
UT Universal Time
UV Ultra-Violett
TD Time Dependent
VHF Very High Frequency
WACCM Whole Atmosphere Community Climate Model
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Appendix B: Rate coefficients

reaction rate coefficienta source

Neutral Chemistry

R1 Fe + O3 −−−→ FeO + O2 2.9 × 10−10 exp (−174/T ) Helmer et al. [1998]
R2 FeO + O −−−→ Fe + O2 4.6 × 10−10 exp (−350/T ) Self and Plane [2003]
R3 FeO + O3 −−−→ FeO2 + O2 3.0 × 10−10 exp (−177/T ) Rollason and Plane [2000]
R4 FeO + O2 + M −−−→ FeO3 + M 4.4 × 10−30 exp (T /200)0.606 Rollason and Plane [2000]
R5 FeO2 + O −−−→ FeO + O2 1.4 × 10−10 exp (−580/T ) Self and Plane [2003]
R6 FeO2 + O3 −−−→ FeO3 + O2 4.4 × 10−10 exp (−170/T ) Self and Plane [2003]
R7 FeO3 + O −−−→ FeO2 + O2 2.3 × 10−10 exp (−2310/T ) Self and Plane [2003]
R8 FeO3 + H2O −−−→ Fe(OH)2 + O2 5 × 10−12 Self and Plane [2003]
R9 FeO + H2O + M −−−→ Fe(OH)2 + M 5 × 10−28 exp (200/T )1.13 Rollason and Plane [2000]
R10 Fe(OH)2 + H −−−→ FeOH + O2 3.3 × 10−10 exp (−302/T ) Jensen and Jones [1974]
R11 FeO3 + H −−−→ FeOH + O2 3 × 10−10 exp (−796/T ) Plane et al. [1999]
R12a FeOH + H −−−→ Fe + H2O 2 × 10−12 exp (−600/T ) Viehl et al. [2016a]
R12b FeOH + H −−−→ FeO + H2 6 × 10−11 exp (−1200/T ) Viehl et al. [2016a]
R13 FeOH + FeOH −−−→ (FeOH)2 9.0 × 10−10 Feng et al. [2013]
R14 Fe −−−→ FePMC 4.9 ×T 0.5 × VSAbPMC Feng et al. [2013]
R15 FeOH −−−→ FePMC 4.3 ×T 0.5 × VSAPMC Feng et al. [2013]
R16 Fe(OH)2 −−−→ FePMC 3.8 ×T 0.5 × VSAPMC Feng et al. [2013]
R17 FeO3 −−−→ FePMC 3.6 ×T 0.5 × VSAPMC Feng et al. [2013]

Ion-Molecule Chemistry

R18 Fe + NO+ −−−→ Fe+ + NO 9.2 × 10−10 Rutherford and Vroom [1972]
R19 Fe + O +

2 −−−→ Fe+ + O2 1.1 × 10−9 Rutherford and Vroom [1972]
R20 Fe+ −−−→ FePMC 4.9 ×T 0.5 × VSAPMC Feng et al. [2013]
R21 Fe+ + O3 −−−→ FeO+ + O2 7.6 × 10−10 exp (−241/T ) Rollason and Plane [2000]
R22 FeO+ + O −−−→ Fe+ + O2 3.0 × 10−11 Woodcock et al. [2006]
R23 Fe+ + N2 + M −−−→ Fe+ ·N2 4.1 × 10−30 exp (T /300)−1.52 Vondrak et al. [2006]
R24 Fe+ ·N2 + O −−−→ FeO+ + N2 5 × 10−11 Rollason and Plane [1998]
R25 FeO +

2 + O −−−→ FeO+ + O2 5 × 10−11 Rollason and Plane [1998]
R26 Fe+ + O2 + M −−−→ FeO +

2 + M 8.3 × 10−30 exp (T /300)−1.86 Vondrak et al. [2006]
R29 FeO+ + e – −−−→ Fe + O 5.5 × 10−7 Bones et al. [2015]
R30 FeO +

2 + e – −−−→ Fe + O2 3 × 10−7 exp (T /200)0.5 Plane et al. [1999]
R31 Fe+ + e – −−−→ Fe + hν 6.5 × 10−12 exp (T /300)0.51 Nahar et al. [1997]

Photochemical Reactions

R32 FeOH + hν −−−→ Fe + OH 6 × 10−3 Viehl et al. [2016a]
R33 Fe + hν −−−→ Fe+ + e – 5 × 10−7 Bautista et al. [1998]

Table 1: Important reaction rate and photochemical coefficients of Fe containing species in the MLT region following
Plane et al. [2015]. aUnits: unimolecular [s−1], bimolecular [cm3 molecule−1 s−1], termolecular [cm6 molecule−2 s−1].
bVolumetric Surface Area of the Polar Mesospheric Cloud.
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Appendix C: Measurement statistics
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Figure 42: Measurements (blue) of the mobile IAP Fe lidar at Davis, Antarctica and ALOMAR, Norway: combined
hours per month (red, lower), and distribution per time of the day (red, left). Polar regions experience periods
of 24 h sunlight and darkness. The sun reaches the MLT down to a solar elevation (greyscale) of around -5◦.
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The photolysis of FeOH and its effect on the bottomside
of the mesospheric Fe layer
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Abstract Metal layers in the upper mesosphere and lower thermosphere are created through meteoric
ablation. They are important for understanding the temperature structure, dynamics, and chemistry of this
atmospheric region. Recent lidar observations have shown a regular downward extension of the Fe layer
bottomside which correlates with solar radiation. In this study we combine lidar observations, quantum
chemical calculations, and model simulations to show that this bottomside extension is primarily caused
by photolysis of FeOH. We determine the photolysis rate to be J(FeOH)= (6 ± 3)×10−3 s−1. We also show
that the reaction FeOH + H → FeO + H2 is slower at mesospheric temperatures than previous estimates.
With these updated rate coefficients, we are able to significantly improve the modeling of the Fe layer
bottomside. The calculations further show the nearly complete depletion of FeOH during sunlit periods.
This may have implications for cloud nuclei in the middle atmosphere.

1. Introduction

Layers of metal atoms are created in the region of the upper mesosphere and lower thermosphere
(MLT, ∼70–110 km) through meteoric ablation. These layers are important for understanding the tempera-
ture structure dynamics and chemistry of this atmospheric region [e.g., Lübken et al., 2015; Feng et al., 2015;
Yu et al., 2012], the influx of cosmic material [e.g., Plane, 2012; Gardner et al., 2014; Huang et al., 2015], and
the occurrence of thermospheric and sporadic metal layers and their relation to sporadic E layers which can
influence radio wave propagation [e.g., Chu et al., 2011; Delgado et al., 2012]. Furthermore, meteoric metals
are the source of meteoric smoke particles (MSPs) which most likely act as nuclei for ice particles in the meso-
sphere [e.g., Gumbel and Megner, 2009; Megner and Gumbel, 2009] and may also interact with sulphuric and
nitric acid in the stratosphere [Saunders et al., 2012; Frankland et al., 2015]. A recent review on the chemistry
of metals in the MLT region summarizes the current understanding and highlights open questions [Plane
et al., 2015]. It shows the importance of understanding all chemical reactions, the metals and their molecular
species undergo, so that atmospheric chemistry models can correctly describe the dynamical behavior of the
metal layers to give insights into some of the topics mentioned above. Laboratory studies have provided a
broad insight into many of the important reactions dominating the MLT metal layers. However, some impor-
tant chemical reactions with metal-containing species do not have a suitable electronic transition for probing
by laser-induced fluorescence and could so far not be investigated directly.

The atomic Fe layer at polar latitudes has a mean centroid altitude of around 88 km. Recent lidar observations
at polar latitudes show a downward extension of the layer below 80 km during sunlit periods [Yu et al., 2012].
Self and Plane [2003] and Plane [2003] have shown that FeOH should be the dominant reservoir for atomic Fe
below 95 km. As Plane et al. [1999] have illustrated, one way to dissociate FeOH at sunrise is via reaction with
atomic H which is produced by photolysis of H2O in sunlit periods. However, during nighttime the concentra-
tion of this radical decreases rapidly below∼82 km, so that FeOH becomes a stable reservoir for Fe. Within the
current understanding, atmospheric chemistry models such as Whole Atmosphere Chemistry Climate Model
(WACCM)-Fe [Feng et al., 2013] have so far been unable to correctly reproduce the bottomside extension of
the Fe layer. Here we present a study combining atmospheric lidar observations, quantum chemical calcula-
tions, and atmospheric modeling to derive the photolysis rate of FeOH, J (FeOH), which so far has not been
measured. We show that only the direct photolysis of FeOH can be fast enough to explain the bottomside
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extension of the mesospheric Fe layer at sunrise. The combination of methods described here also allows us
to place upper limits to the rate coefficients under mesospheric conditions for the reactions

FeOH + H → Fe + H2O (1a)

→ FeO + H2 (1b)

2. Atmospheric Observations
2.1. Instrument and Data Set
The Leibniz-Institute of Atmospheric Physics operates a mobile Fe lidar based on a frequency-doubled
alexandrite laser scanning the Doppler broadened Fe resonance line at 386 nm [von Zahn and Höffner, 1996;
Höffner and Lautenbach, 2009]. The system is capable of nearly background free single photon detection and
can determine mesospheric Fe densities in full daylight. Typical measurement uncertainties are on the order
of 2–5% at 1 km resolution and 15 min integration.

The Fe lidar was set up at Davis, Antarctica (68∘34′S, 77∘58′E), in 2010 and was in operation from 15 December
2010 until 31 December 2012 [e.g., Lübken et al., 2011; Viehl et al., 2015; Lübken et al., 2015]. The data set
obtained in Antarctica includes 2900 h of Fe density measurements. In the years 2008–2009 and since July
2014, the system has been in operation at the Arctic Lidar Observatory for Middle Atmosphere Research
(ALOMAR) on the Norwegian Island of Andøya (69∘16′N, 16∘00′E). The observations in the Arctic have so far
produced more than 1200 h of Fe density measurements.

2.2. Observation and Analysis of the Fe Layer Bottomside
Figure 1 shows two examples of mesospheric Fe layer observations in the summer of the Southern Hemi-
sphere and the winter of the Northern Hemisphere. The pronounced change in the Fe layer below 80–85 km
is regularly observed in both hemispheres and all seasons whenever the solar elevation passes a critical level
around −5∘; i.e., the MLT experiences sunrise or sunset. Yu et al. [2012] investigated the diurnal behavior of
the mesospheric Fe layer at McMurdo, Antarctica (78∘), and defined the “bottomside” as the lower 300 cm−3

contour. That study analyzed the time-dependent altitude change Δz
Δt

of the defined contour and found a
dependence on the time of the season, caused by the change of solar elevation.

In this study, we analyze the rate of change of Fe density, Δ[Fe]
Δt

, over an altitude interval of 1 km, thereby quan-
tifying the rate of increase of Fe at each altitude’s time of apparent sunrise. The rate of increase is described
by direct photolysis (FeOH+h𝜈) and chemical reactions (1a) and (1b) producing Fe. We note that although
reaction channel (1b) produces FeO, this will mostly be reduced to Fe by subsequent reaction of FeO with
atomic O in the sunlit MLT. Further reactions cannot contribute significantly, as other reservoirs are less
abundant by 2–4 orders of magnitude [Feng et al., 2013] and additional reaction pathways from FeOH to Fe
are not known. As a first approximation, the time-dependent Fe concentration [Fe]t produced by photolysis
of FeOH is given by

[Fe]t = [FeOH]0 (1 − exp(−Jt)) (2)

where J = J (FeOH) is the photolysis rate of FeOH and [FeOH]0 is the concentration just before sunrise. Since
the resulting Fe will be oxidized via a sequence of reactions involving O3, O2, and H2O to reform FeOH [Plane
et al., 2015], the observed rate of increase of Fe at sunrise provides a lower limit to J (FeOH).

Figure 2 shows an example of a single day where we have analyzed the rate of increase at sunrise. Figure 2a
shows the bottomside extension between 5 and 9 local solar time (LST). The main Fe layer with densities
higher than 6000 cm−3 is observed above about 82 km. The bottomside extension of the Fe layer builds up
below 80 km from 7 LST, extending down to 70 km by 8 LST. The cutoff for Fe densities in Figure 2a is 100 cm−3.
Figure 2b shows the analysis of a single altitude. Densities at 76 km are below the cutoff during the night and
quickly increase at sunrise. The time to reach [Fe]t1∕2 = 0.5 × [Fe]tmax can be used to determine a lower limit
for J (FeOH) when setting [FeOH]0 = [Fe]tmax in equation (2), assuming a full conversion of FeOH to Fe.

We have analyzed all available cases of the bottomside extension at various altitudes for both hemispheres
(Davis, 69∘S and ALOMAR, 69∘N). We averaged the photolysis coefficients determined using equation (2) for
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Figure 1. The mesospheric Fe layer at (top) Davis, Antarctica (69∘S), and (bottom) ALOMAR, Norway (69∘N) during three
consecutive cycles of sunset and sunrise. An extension of the metal layer’s bottomside is observed whenever sunlight
reaches the MLT region.

all days and altitudes to remove the distortions caused by gravity waves (which are observable in Figure 1).
The difference between the hemispheres is much smaller than the variability given as the standard deviation.
The combined average first-order coefficient observed by lidar is (1.2 ± 0.4) × 10−3 s−1. We will show that this
corresponds to a photolysis coefficient, setting a lower limit to J (FeOH).

3. Theoretical Considerations

To separate the influence of the photolysis and the reactions of FeOH with H and to compare with the observed
rate of increase, we have performed quantum chemical calculations and revisited previous laboratory studies.
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3

Figure 2. The rate of increase of Fe at sunrise is analyzed at different altitudes for all available days of lidar observations
in the Arctic and Antarctica. Analysis of all available days yields a mean rate of (1.2 ± 0.4)×10−3 s−1, which is a lower
limit to J (FeOH) because of recycling of Fe to FeOH (see text). Of the available reactions, only the direct photolysis of
FeOH can be fast enough to explain such a rapid increase.

3.1. Photolysis of FeOH
To calculate the absorption cross section of FeOH, the molecular geometry was first optimized using the
range-separated CAM-B3LYP functional [Yanai et al., 2004] and the 6-311+g(2d,p) basis set in the Gaussian
09 suite of programs [Frisch et al., 2009]. The equilibrium structure of the ground state (X6A’) is bent with
re (Fe–O) = 1.793 Å, re (O–H) = 0.957 Å, and ∠e (Fe–O–H)=142.0∘. The energies and transition oscillator
strengths for vertical transitions to the first 30 excited states were then computed using the time-dependent
(TD) density functional method [Scalmani et al., 2006]. The long-range correction in the TD/CAM-B3LYP
functional makes it suitable for modeling electron excitations to high-lying orbitals.

Figure 3 illustrates the calculated photolysis cross section as a function of wavelength (𝜎(𝜆)) for FeOH. The
bond energy of FeOH at 0 K is 323±16 kJ mol−1 [Schröder, 2008], which corresponds to a thermodynamic

Figure 3. Absorption cross section for FeOH calculated at the TD/CAM-B3LYP/6-311+g(sd,p) level of theory. Wavelengths
shorter than ∼305 nm lead to photolysis.
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threshold for photolysis of 370 nm (vertical arrow in Figure 3). However, absorption in the large band between
300 and 400 nm does most likely not lead to photolysis. Two pieces of evidence support this.

First, FeOH is electronically analogous to FeCl. Our calculations show that FeCl has a very similar absorption
spectrum to FeOH, and absorption between 315 and 370 nm produces fluorescence in FeCl rather than disso-
ciation [Delaval et al., 1980; Lei and Dagdigian, 2000]. Second, inspection of the Mulliken electron populations
of the excited states of FeOH shows that these remain ionic like the ground state up to the seventh state. Only
the eighth and higher states are covalent and hence more likely to dissociate to Fe + OH. The transition to
the eighth state is calculated to occur at 300 nm, so the threshold for photolysis should be slightly red shifted
(allowing for internal excitation).

The photolysis coefficient is then computed from the relation

J = ∫
𝜆2

𝜆1

𝜎(𝜆)Φ(𝜆)d𝜆

whereΦ(𝜆) is the solar actinic flux by the semiempirical model SOLAR2000 averaged over a solar cycle [Tobiska
et al., 2000]. The integration is performed from 305 to 150 nm, yielding J(FeOH)=6.2 × 10−3 s−1. The slight
uncertainty in the exact transition from fluorescence to photolysis results in an uncertainty of the photolysis
rate of about 50%. The order of magnitude of the photolysis, however, is not affected by this. Note that this
value of J (FeOH) is about 5 times larger than the lower limit determined from the analysis of lidar observations
in section 2.2. As we show in section 4, this value of J (FeOH)=(3 − 9) × 10−3 s−1 compares well with the rate
required to match the observed increase of Fe below 80 km.

3.2. Reaction of FeOH With H
The reaction between FeOH and H can proceed via the exothermic channels of reactions (1a) and (1b), where
ΔH°(0K) =−171±16 and −92±21 kJ mol−1, respectively [Schröder, 2008]. Note that H can also react with
FeOH to form HFeOH, but this is not important under mesospheric conditions [Self and Plane, 2003]. The rate
constants for reactions (1a) and (1b) have been determined in studies of Fe-seeded flames at temperatures
in excess of 2000 K, indicating that reaction (1b) is the dominant channel even though it is less exothermic
[Jensen and Jones, 1974; Rumminger et al., 1999]. However, in a subsequent experimental and theoretical study
of the FeOH + H reaction, Self and Plane [2003] showed that there are significant uncertainties regarding both
the relative and absolute rate coefficients for these reactions when extrapolated to around 300 K. Theory
indicated that reaction (1a) might be the dominant channel, and so Feng et al. [2013] adopted a value of
k1a =3 × 10−10 exp(−1264∕T) cm3 molecule−1 s−1 and ignored (1b) for atmospheric modeling purposes. We
now reexamine this assumption.

When modeling the underside of the mesospheric Fe layer, a further test of this chemistry is the observed
disappearance of Fe between 70 and 80 km at night. Although the atomic H concentration at 70–80 km
decreases substantially at night [Plane et al., 2015], sufficient H remains to place upper limits on reactions
(1a) and (1b). The rate constant for reaction (1a) from the flame work k1a =2 × 10−12 exp(−600∕T) cm3

molecule−1 s−1 is slow enough at mesospheric temperatures. However, k1b = 5 × 10−11 exp(−800∕T) cm3

molecule−1 s−1 [Jensen and Jones, 1974] is too fast by around a factor of 5 when extrapolated to 200 K, where
k1b needs to be less than 2 × 10−13 cm3 molecule−1 s−1. In order to reproduce the nighttime disappearance
of Fe below 80 km in the model, the activation energy and preexponential factor can be increased slightly
to k1b = 6×10−11 exp(−1200∕T) cm3 molecule−1 s−1, which still gives the rate constant at 2400 K required
for flame modeling. These changes are modest bearing in mind the enormous temperature range being
extrapolated over.

At typical MLT temperatures of less than 230 K and [H] ∼1 × 108 cm−3, the rates of reactions (1a) and (1b) are
on the order of k1a [H] ∼1.5×10−5 s−1 and k1b [H] ∼3×10−5 s−1, respectively. Comparison with the value
of J (FeOH) determined in section 2.2 shows that these pathways cannot compete with the direct photolysis
of FeOH to explain the rate of increase at sunrise. However, at night reactions (1a) and (1b) are probably of
similar significance in defining the Fe layer bottomside.

4. Atmospheric Modeling

A series of models for MLT metal chemistry has recently been developed on the basis of the Whole Atmosphere
Community Climate Model (WACCM) [Marsh et al., 2013a, 2013b; Feng et al., 2013; Plane et al., 2014;

VIEHL ET AL. FEOH PHOTOLYSIS AND FE LAYER BOTTOMSIDE 1377

Vi
eh
le
ta
l.
20
16
a

69



Geophysical Research Letters 10.1002/2015GL067241

Figure 4. Comparison of the bottomside extension of the Fe layer at Davis, Antarctica, measured by resonance lidar
and simulated with WACCM-Fe. Included are four model runs for Fe and two runs for FeOH. The previously existing
model run (Alpha) underestimated the increase of Fe observed by lidar at sunrise but overestimated densities during
dark periods. New model simulations with higher resolution as well as new rate coefficients for the photolysis of FeOH
and the reactions of FeOH capture the observed behavior, in particular the crucial rate of increase at sunrise and low
nighttime densities (Beta to Delta). The latest model runs show a strong depletion of FeOH. See text for more details.

Langowski et al., 2015]. WACCM is a comprehensive “high top” chemistry climate model extending from the
surface to 5.96 × 10−6 hPa (∼140 km). The background chemistry scheme is based on that of Kinnison et al.
[2007], which contains 59 species and 217 gas phase chemical reactions. Over 120 gas phase reactions of
metallic species are then added [Plane et al., 2015]. The model also includes the meteoric input function which
is calculated by combining a cosmic dust astronomical model with a chemical ablation model [e.g., Fentzke
and Janches, 2008; Vondrak et al., 2008].

For this study, we compare four runs of WACCM-Fe, the Fe variant of the model [Feng et al., 2013]. In contrast
to the existing calculations (run Alpha), the vertical resolution in the MLT region for the new runs (Beta to
Delta) was increased from around 3.5 km to less than 500 m by increasing the hybrid 𝜎 pressure vertical coor-
dinate from 88 to 144 levels, using the same method as Merkel et al. [2009]. This allows for a better resolution
of the highly altitude-dependent distributions of atomic H and O, which are critical for the reactions at the
bottomside of the Fe layer. Run Beta uses same rate coefficients as run Alpha but the higher vertical resolution.
Run Gamma increases the photolysis rate to J(FeOH) = 6 × 10−3 s−1 as determined in section 3.1. Run Delta
additionally changes the rate coefficients for the reaction channels of FeOH + H as described in section 3.2.

Figure 4 compares the results of the different model runs with lidar observations. We use a 24 h composite of
all observations and simulations at Davis, Antarctica (69∘S), for 1 month, thereby averaging out the influence
of gravity waves which is apparent in Figure 1. Both WACCM-Fe and lidar data are calculated for a resolution
of 30 min and integrated to 1 km. The data are smoothed with a Hann filter of 1 h and 2 km. WACCM-Fe
generally simulates the high-latitude Fe layer better during winter than summer, when the model predicts an
“hour glass” shape, whereas lidar observations show an uplift of the layer [Feng et al., 2013; Viehl et al., 2015].
Moreover, during winter the impact of ice particles potentially influencing the bottomside of the layer can be
ruled out. June 2011 is the winter month with most lidar measurement (260 h).

The lidar observations in Figure 4 (solid black) show a pronounced increase of the Fe bottomside density
at sunrise. During the sunlit period, densities at 76 km altitude reach around 2500 cm−3 and show a slight
decline during the day. Densities rapidly fall after sunset and stay below 200 cm−3 during the dark period. Run
Alpha of WACCM-Fe (dashed red) shows an increase in Fe densities during daytime, peaking toward sunset at
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around 1750 cm−3 which significantly underestimates the observed Fe density. Also, considerable amounts of
Fe persist during the dark period, which are not observed. Using the higher resolution, run Beta (dash-dotted
orange) shows a more pronounced relative daytime enhancement and lower absolute densities. With the new
estimate of J (FeOH), run Gamma (dash-double-dotted cyan) shows a stronger increase at sunrise. However,
absolute densities are overestimated. Closer inspection of the nighttime densities shows that run Gamma
predicts considerable amounts of Fe during the night, contrary to the lidar observations (see inlay in Figure 4).
Run Delta (dash-triple-dotted blue) additionally uses the revised rate coefficients for reactions (1a) and (1b),
which then reproduces satisfactorily the low nighttime densities. The absolute densities in run Delta peak
around sunset yet are of comparable abundance to the lidar observations. Most strikingly, the timing and rate
of increase at sunrise Δ[Fe]

Δt
in run Delta match the observed behavior very well.

A further result of this comparison is the nearly complete photolysis of FeOH during sunlit periods. Whereas
run Beta shows FeOH densities of more than 3500 cm−3 at this altitude during all hours of the day (dark green),
run Gamma calculates FeOH levels below ∼300 cm−3 for most of the sunlit period (light green). We note that
the sum of [Fe] and [FeOH] is not constant in time as Fe is further oxidized to other species.

5. Discussion and Summary

Analysis of the solar elevation dependence by Yu et al. [2012] demonstrated that the bottomside extension
of the mesospheric Fe layer is a solar phenomenon, and FeOH is the dominant reservoir at this altitude [Self
and Plane, 2003]. Three reactions govern this transition: the direct photolysis of FeOH and the reactions (1a)
and (1b) of FeOH with atomic H. Contrary to the reactions depleting Fe, these reactions producing Fe have
only been studied indirectly in the laboratory [Self and Plane, 2003]. Previously, the photolysis of FeOH was
assumed to be negligible, with J(FeOH) set to a low value of 1×10−5 s−1 [Plane et al., 2015]. Furthermore,
only reaction (1a) had been considered in model simulations by Feng et al. [2013] with a rate coefficient of
k1a =3×10−10exp(−1264∕T) (see section 3.2).

In the present study we have compared a new set of high-resolution WACCM-Fe model runs with different
rate coefficients to our lidar observations. The crucial H and O distribution with strong gradients in the lower
MLT region is thereby resolved more precisely. However, the current set of reaction rate coefficients does not
reproduce the marked Fe increase at sunrise observed by lidar. A substantial increase in J (FeOH), supported by
the quantum chemical calculations and consistent with lidar observations, yields a much improved simulation
of the bottomside extension during sunlit hours.

However, with the previously used rate coefficient for (1a), the low nighttime densities observed by lidar
in both hemispheres cannot be reproduced in the model. As section 3.2 shows, the activation energy and
preexponential factor of reaction (1b) can be altered slightly to reduce the rate coefficient at mesospheric
temperatures while being fast enough at high temperatures to account for Fe-catalyzed flame inhibition
[Jensen and Jones, 1974; Rumminger et al., 1999]. As a result, reaction (1a) is slower than previously assumed
and reaction (1b) should not be neglected under MLT conditions. The inclusion of these new rate coefficients
results in a good representation of the diurnal behavior of the Fe layer bottomside and the rate of increase
at sunrise. Nevertheless, discrepancies of the model representation still persist during the afternoon hours.
WACCM-Fe predicts a further increase of Fe density until sunset and a decrease later at night. This may be due
to the fact that reactions (1a) and (1b) are still overestimated, although that would be difficult to reconcile
with Fe combustion chemistry. Future laboratory studies would help to resolve this. Two other possibilities
are that our knowledge of the neutral gas phase chemistry of Fe is incomplete, and that the diurnal variations
of O and H in this altitude range are not properly captured in WACCM, which needs to be further investigated.
A potential low bias of atomic O and H in WACCM would lead to even stronger constraints on reactions (1a)
and (1b). Indeed, the excellent spatial and temporal resolution achievable with a modern Fe lidar provides a
stringent test for a 3-D chemistry model.

We conclude that the direct photolysis of FeOH is the primary cause of the bottomside extension of the meso-
spheric Fe layer during sunlit hours and determine a new photolysis rate J(FeOH) = 6×10−3 s−1 which is more
than 2 orders of magnitude faster than previously assumed. Furthermore, contrary to previous considerations,
reaction (1a) is about an order of magnitude slower and both (1a) and (1b) need to be considered under MLT
conditions. These changes of rate coefficients have a profound effect on the diurnal behavior of the Fe layer at
all altitudes. Tidal signatures in the Fe layer as observed by Lübken et al. [2011] should be strongly influenced
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by this effect below the relative maximum abundance of the main reservoir FeOH at around 90 km. Improved
model analyses with the new rate coefficients determined in this study will allow a deeper understanding of
the dynamical and chemical properties of the MLT.

Our simulations show the strong depletion of FeOH at all altitudes whenever sunlight is present due to the
increased photolysis rate. Through reaction with O3, FeOH may be oxidized to FeOOH. Rietmeijer [2001] has
shown that 𝛼 FeOOH (goethite) is a plausible candidate for MSPs. Alternatively, FeOH can dimerize efficiently
[Feng et al., 2013]. The nearly complete removal of FeOH as predicted by WACCM-Fe with the revised Fe chem-
istry therefore may have implications for an important precursor of MSP formation during sunlit periods, i.e.,
the whole polar summer season. Small amounts of FeOH are still present as Fe is constantly being recycled to
FeOH via the reactions with O3, O2, H2O, and H. Whether these amounts are sufficient to contribute to MSP
formation needs to be investigated in more detail. Other metal compounds and silica might polymerize first
to form embryonic particles; after which iron is added by the uptake of atomic Fe rather than Fe compounds.

We note that it may be misleading to define the bottomside of a metal layer as the 300 cm−3 contour
[Yu et al., 2012]. An analysis of Δz

Δt
shows a dependence not only on the solar elevation but also on the

strongly altitude-dependent abundance of the reservoir FeOH. The slope of the bottomside extension will
vary depending on whether the 300 cm−3 contour or any other level is defined.

In this study we have used a combination of resonance lidar observations, quantum chemical calculations,
and atmospheric model simulations to determine basic physicochemical parameters (photolysis rates and
rate constants) which are very challenging to measure directly. The middle atmosphere has therefore in a
sense provided a natural laboratory.
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a b s t r a c t

We report common volume measurements of Fe densities, temperatures and ice particle occurrence in
the mesopause region at Davis Station, Antarctica (69°S) in the years 2011–2012. Our observations show
a strong correlation of the Fe-layer summer time depletion with temperature, but no clear causal relation
with the onset or occurrence of ice particles measured as noctilucent clouds (NLC) or polar mesosphere
summer echoes (PMSE). The combination of these measurements indicates that the strong summer
depletion can be explained by gas-phase chemistry alone and does not require heterogeneous removal of
Fe and its compounds on ice particles.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

When meteors enter the Earth's atmosphere they pre-
dominantly ablate in an altitude region between 75 and 115 km.
Ablated meteoric metal atoms form layers of neutral, ionised and
molecular bound species, the latter mainly in the form of oxides
and hydroxides (Self and Plane, 2003). The seasonal change in
metal abundance is largely determined by the seasonal variation
in global circulation and temperature dependent chemistry (Plane
et al., 2015). In a recent study Feng et al. (2013) compare the
seasonal variation at several sites (including measurements at
Davis, Antarctica) with model calculations and list comprehensive
references.

Another phenomenon characteristic to the MLT altitude range
is the summer time occurrence of ice particles at polar latitudes.
These ice particles can be detected by satellites, lidar instruments
or the human eye when they have reached sufficient size (with
radii typically larger than 20 nm) through condensation growth. In
the case of satellite observations the ice particles are known as
polar mesospheric clouds (PMC), in the case of ground based ob-
servations as noctilucent clouds (NLC), e.g. Baumgarten et al.
(2012), DeLand et al. (2006), Russell et al. (2009), and Lübken et al.
(2009). Visibly observable ice particles as well as smaller, sub-
visible ice particles can lead to polar mesosphere summer echoes

(PMSE), which are strong radar echoes caused by small scale
structures in electron densities (Rapp and Lübken, 2004; Lübken,
2013). These structures on the order of the radar Bragg wavelength
rely on the combined effect of neutral air turbulence and charged
ice particles. It is important to note that PMC and NLC require
‘large’ ice particles whereas PMSE can also be caused by smaller
ice particles r 20 nm( ≤ ). Consequently, PMC/NLC appear at the
lower edge of the super-saturated region (approximately 82–
84 km) whereas PMSE extend to higher altitudes (up to 94 km).

Observations by Plane et al. (2004) and Lübken and Höffner
(2004) and subsequent studies investigated the uptake of metal
atoms, in particular of Fe (iron) and K (potassium), on ice particles.
These authors report singular events of metal atom depletions
with simultaneous occurrence of PMSE as well as NLC in the case
of K, and NLC in the case of Fe. She et al. (2006) and Thayer and
Pan (2006) found similar anti-correlations for Na (sodium). These
studies suggest that the depletion is largely caused by an uptake of
metal atoms on the ice particle surface. For K, this was reproduced
in a model by Raizada et al. (2007). Northern hemispheric K
densities were shown to fall nearly instantaneously at the begin-
ning of the PMSE and NLC season. K densities remained low and
steady for the period of ice particle occurrence. Similar to the
beginning of the season, densities increased markedly at the end
of the PMSE season, i.e. when no further ice particles were
observed.

The hypothesis of metal atom adsorption on ice particles was
developed further to explain the summer time behaviour of the
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seasonal Fe cycle in the MLT region of the Southern Hemisphere.
Gardner et al. (2011) compared observations performed at Rothera,
Antarctica (Chu et al., 2006) and the South Pole (Gardner et al.,
2005). Both Rothera and the South Pole show significant Fe de-
pletion at around 80–92 km during the summer months and in
particular during a period of about 7 40 days around summer
solstice when NLC are observed. Differences in metal layer abun-
dance, height and width between these two stations were attrib-
uted to differences in NLC altitude, brightness and occurrence
frequency. Spatial and temporal mismatches between the pre-
sence of NLC particles and Fe depletion were noted, observable
mostly above 87 km altitude and in the month prior to the first
NLC detection. Common volume comparisons of Fe densities with
PMSE were so far not available. In analogy to results from other
metals in the Northern Hemisphere and due to promising mod-
elling efforts, these gaps were attributed to smaller, sub-visible
particles.

Gardner et al. (2011) found a high positive correlation of Fe
densities with temperature as expected from calculations by Plane
(2003) and others and discuss various influences on the seasonal
variation of the metal layer. The authors concluded that the peak
of the Fe layer was pushed to well above 90 km because persistent
ice clouds at lower altitudes removed the Fe atoms in vicinity.

Hence, according to all those studies cited above it seems that
the summer time Fe depletion in the Antarctic mesopause region
is largely influenced by the uptake of metal atoms on ice particles.
We present observations which challenge this hypothesis.

2. Instrumentation

The mobile Fe-Lidar operated by the Leibniz-Institute of At-
mospheric Physics (IAP) was commissioned at Davis, Antarctica
(68.6°S, 78.0°E) in the early summer season 2010–2011 (Lübken
et al., 2011; Morris et al., 2012). It was in operation for more than
two consecutive years until the end of the summer season 2012–
2013 in early January 2013. The lidar is a two-wavelength system
based on a frequency-doubled alexandrite laser (von Zahn and
Höffner, 1996; Höffner and Lautenbach, 2009). It is capable of
determining mesospheric temperatures and Fe densities in full
daylight by scanning the Doppler broadened Fe resonance line at
386 nm. High solar background as well as low Fe densities are the
conditions giving the largest possible measurement uncertainty.
Typical uncertainties for temperatures are 5 K for 1 h integration
and 1 km altitude range in summer time during noon conditions
and annual low Fe density. Uncertainties for daily means are on
the order of 1 K and less than 1% for temperature and Fe density,
respectively. Variations in uncertainties depend on tropospheric
weather, absolute Fe densities and observation period. NLC are
simultaneously detected by an independent analysis of the re-
trieved residual infrared laser wavelength at 772 nm. As the sys-
tem is capable of nearly background free single photon detection
during full daylight, NLC are detectable within an integration time
as short as 2 min. The complete dataset obtained by the mobile Fe-
Lidar at Davis includes 2900 h of lidar measurements nearly
equally distributed throughout the year and all hours of the day.
During the austral summer months September 2011 to March
2012 a total of 1151 h of temperature and density measurements
with at least 1 h duration were obtained on 94 days. The average
length of the measurements considered is 12 h 14 min per day.

Another instrument operated at Davis is the 55 MHz Meso-
sphere–Stratosphere–Troposphere (MST) radar of the Australian
Antarctic Division (AAD) which was put into operation in the
summer season of 2002–2003 (Morris et al., 2004). This system
has been detecting PMSE on a regular basis since the summer
season 2003–2004. The AAD MST radar was in operation during all

times when the IAP Fe-Lidar was in operation. As both instruments
are located at Davis, common volume measurements of Fe den-
sities, temperatures and ice particles (detected as NLC and PMSE)
are available and allow a unique combined analysis of these at-
mospheric features.

3. Observations of Fe density, temperature and ice particles

3.1. Fe density and temperature in the 2011/2012 summer

Fig. 1 shows Fe densities and temperatures in the mesopause
region from spring to autumn. Fe densities are cut off at 100 cm�3.
In general, densities and temperatures during the summer months
are at their annual low with daily mean temperatures between 87
and 95 km lower than 145 K and densities lower than
10,000 cm�3 except for higher densities in the peak layer from
mid-February onwards.

Contrary to model results (Feng et al., 2013) and previous ob-
servations (Gardner et al., 2011) for this Antarctic latitude, the
upper boundary of the Fe layer at Davis as shown in Fig. 1 is
generally higher during the summer months than during spring
and autumn. (See, e.g., the 2,000 cm�3 contour line.) High den-
sities at high altitudes in late March are caused by sporadic layers.
The centroid altitude rises towards summer solstice and falls
thereafter, as the whole Fe layer is shifted upwards. The whole
layer thins out throughout all altitudes towards solstice. The figure
also shows a very strong short term depletion in Fe densities of
about 2 weeks duration around solstice between 87 and 95 km
altitude. Simultaneously, record low daily average temperatures
below 135 K are shown in the exact same altitude and time region.
Some of these temperatures as well as singular short term profiles

Fig. 1. Fe densities (upper panel) and temperatures (lower panel) September 2011
to March 2012. Lidar measurement periods are displayed as histogram for 0–24 h
per day on the very top. The Fe layer's upper boundary and centroid altitude (grey
line) are elevated around summer solstice (white dotted line). Very low densities
around solstice coincide with very low temperatures.
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have recently been published by Lübken et al. (2014). Fig. 1 therein
shows temperatures as low as 100 K on 17/18 December 2011.

3.2. Fe density and ice particles

It is well known that low temperatures lead to ice nucleation
and successively to the creation of PMSE (Rapp et al., 2002). Si-
multaneously, it has been shown that low temperatures alter the
chemical reactions in the MLT region such that the amount of free,
neutral Fe atoms is reduced (Feng et al., 2013). When investigating
the causal relationship of ice particle occurrence and the summer
time Fe depletion in the Antarctic mesopause region, an obvious
problem is therefore to separate those effects. Are low tempera-
tures causing ice particles and are those ice particles then sig-
nificantly reducing available Fe atoms? Or are low temperatures
on their own altering the chemical equilibrium so profoundly that
Fe atoms are efficiently converted to reservoir species and dis-
appear—even without adsorption on ice particles in the vicinity?
Do we observe a combination of both effects?

To answer these questions we have analysed the annual cycle
of the Fe column densities rather than studied a time–altitude plot
as in Fig. 1. We see justification for the investigation of column
densities in the fact that these should generally decrease in the
presence of ice particles at any altitude within the metal layer
provided that the seasonal variations of other effects such as the
meteor input function (Feng et al., 2013) are comparatively small
in that period. As was shown in the case of K in model calculations
by Raizada et al. (2007), a potential localised removal of metal
atoms at any given altitude will affect the whole layer due to
vertical eddy diffusion. Setting aside all other effects such as
transport and meteoric input, column densities should be gen-
erally lower whenever ice particles are present and remove metal
atoms significantly. Furthermore, if ice particles have a significant
effect on the seasonal metal layer, then column densities should be
expected to show a non-steady behaviour with the onset and
suspension of ice particle occurrence.

Fig. 2 shows Fe column densities between July 2011 and May
2012. Column densities are calculated as the integrated densities
of the whole MLT neutral Fe layer from the lower edge at about
75 km altitude to 120 km. In general, more than 99% of the Fe
atoms are confined to the layer between its lower edge and about

105 km. Only minor amounts of metal atoms are found above this
altitude in the daily and annual mean. Model studies have in-
vestigated the general behaviour of the Fe-layer at polar latitudes
(e.g., Feng et al., 2013). In accordance with these results, winter
column densities at Davis are typically larger than 10�109 cm�2.
Our measurements show a steady decline in column densities
from early August to late November.

The summer state of the atmosphere at Davis from mid-No-
vember to early February is characterised by relatively low MLT Fe
column densities of about 6–8�109 cm�2. For a short period
around solstice, column densities drop below 5�109 cm�2. The
average peak density at summer solstice observed during a mea-
surement period lasting 15.9 h on 20/21 December 2011 is only
1000 cm�3 between 90 and 93 km. This feature lasts for only a few
days and is thus partly smoothed out by the 2-week Hanning
window applied to the Fe density dataset used in Fig. 2. The au-
tumn increase in densities begins towards the end of December,
with a particularly interesting local maximum in Fe densities with
over 8�109 cm�2 in late January.

Also shown in Fig. 2 is the occurrence of larger ice particles
(NLC) from mid-December to mid-January. The red shaded area
marks the period between 27 December 2011 and 12 January 2012
when nearly all of the NLC were observed. During this main NLC
period 94 h of lidar observations were obtained on 9 days. NLC
occurred over 42.5% of the time. The red dashed line marks a very
weak and short singular NLC event on 17 December 2011 prior to
the main NLC period, which is only visible after unusually long
integration of more than 20 min. No NLC were observed at any
other time during the observations. In particular, no NLC were
observed when Fe column densities were at a seasonal low,
namely between 17 December and 26 December—even though
130 h of observation were obtained during these 9 days. Ad-
ditionally, PMSE are shown in Fig. 2. While average temperatures
are still decreasing around mid-November, the onset of the first
sporadically developing PMSE is dominated by cold phases of
waves (predominantly gravity waves) which are capable of en-
hancing or destroying ice particles (Rapp et al., 2002). PMSE oc-
currence is therefore low in the period 17–24 November 2011,
with PMSE only observable 6.2% of the time (see histogram in
Fig. 2). When average temperatures have dropped to the annual
summer low in mid-December, PMSE appear every day. Average
occurrence per day is 77.2% in the week around solstice with a
maximum of 94.1%.

3.3. Temperature dependence

Fig. 1 displays a striking overlap of very low temperatures and
low Fe densities in mid-December. We use this prominent time
and altitude frame to investigate the relationship between tem-
peratures and Fe densities in more detail. Fig. 3 illustrates the
relationship between the Fe density and average temperature
between 87 and 92 km, over a 7 40 day window around solstice
in the summer months 2011–2012. Included in these calculations
are 39 daily mean temperatures and Fe densities from all mea-
surements with more than 6 h duration, totalling 591 h of mea-
surements. The data is plotted in the Arrhenius form, yielding an
activation energy of 11.27 1.5 kJ mol�1.

Table 1 lists the important reactions which convert iron be-
tween atomic Fe and its main reservoir, FeOH (Plane et al., 2015).
Formation of FeOH starts with R1 which produces FeO. There is
then competition between R2 and R3, with the latter further
oxidising FeO to FeO2 (R4 is pressure-dependent and too slow
above 82 km to compete with R3). FeO2 is then oxidised by O3 to
make FeO3, which is eventually converted to the reservoir FeOH
either directly via R11 or indirectly via R8 followed by R10. In-
spection of the rate coefficients shows that once Fe has been
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oxidised to FeO2, conversion to FeOH is much more likely than
reduction by atomic O, since the activation energies of R5 and R7
are comparatively large.

Yu et al. (2012) have presented an analysis of the solar influ-
ence on the altitude of the Fe layer bottomside. This effect is
caused by the photolysis R13: FeOH h Fe OHν+ → + and regularly
observed at Davis whenever the solar elevation passes �5°, i.e. the
altitude of the mesopause changes from being either sunlit or not.
The rapid appearance of Fe below 80 km at sunrise is consistent
with the photolysis rate of FeOH being much faster than the rate
adopted in Feng et al. (2013). Recent analysis of data from Davis
indicates that J FeOH13 ( ) is around 2�10�3 s�1 (Viehl, Feng and
Plane (2015), personal communication). Taking all this into account,
the rate of change of the Fe concentration, d dtFe /[ ] , may be written
as the sum of loss and production terms, which is approximately
equal to zero at steady state:
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The partitioning of iron between Fe and FeOH is therefore given by
the ratio χ:
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The O3 concentration in the MLT is approximately in steady state
between formation and loss by photolysis and the reaction with H:
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so k J kO O O M / H3 14 2 15 16[ ] = [ ][ ][ ] ( + [ ]). As the solar elevation at
Davis is larger than �5° within 7 40 days of the summer solstice,
the MLT region is constantly sunlit. Therefore, since J k H15 16> [ ],
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[O] is not strongly temperature-dependent but largely governed by
photochemistry. Since the data is taken over a constant altitude
range of less than a scale height, the pressure is nearly constant.
[O], [O2] and [M] will therefore vary as T�1 around the geometric
mean temperature in this altitude and time range, T 136 Keff = .
Hence, expressing χ in the Arrhenius form A E Texp /χ = ( − ), the
activation energy E is given by

E E E E E T2 51 3 2 14 eff= − − + − × + ×

where Ei corresponds to the activation energy of reaction i divided
by R¼8.314 J K�1 mol�1 as taken from Plane et al. (2015). E is thus

174 177 350 2 380 5 136 1439 K( − − + + × + × ) = , or about
12.0 kJ mol�1.

The total amount of Fe, Fe Fe FeOHtotal[ ] ≈ [ ] + [ ], should be ap-
proximately constant during this mid-summer period, since
Fetotal[ ] is a function of the meteoric injection rate and transport.
Thus,

Fe
1

Fetotal
χ

χ
[ ] =

+
[ ]

The data (red daily means) in Fig. 3 can then be fitted with three
parameters, Ea, A and Fetotal[ ]. The pre-exponential factor A is given
by

A
J A J
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where Ai refers to the pre-exponential factor of reaction i in Ta-
ble 1. Taking O 6 10 cm11 3[ ] = × − , O 1.3 10 cm2

13 3[ ] = × − , and
M 6.4 10 cm13 3[ ] = × − at 90 km and T¼135 K (Plane et al., 2015),
A can be estimated as 2�104. A very satisfactory fit (blue circles in
Fig. 3) is achieved with Ea¼12.0 kJ mol�1, A 2 104= × and
Fe 13, 500 900 cmtotal

3[ ] = ± − . The blue errorbars are calculated as
RMS of the daily means to the fit.

Since not all activation energies listed in Table 1 are well
known and several simplifying assumptions have been made in
the above calculation, an additional role played by the uptake of Fe
and FeOH on ice particles at low temperatures cannot be ruled out.
However, this exercise demonstrates that the decrease of Fe
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Fig. 3. Arrhenius plot for the potential chemical reactions dominating the strong
depletion of atomic Fe between 87 and 92 km, between 11.11.2011 and 01.02.2012.
The activation energy calculated from the slope of a linear regression is
11.271.5 kJ mol�1. A good fit to the data is achieved for Ea¼12.0 kJ mol�1,
A¼2�104 and a total Fe abundance of Fe Fe FeOH 13, 500 cmtotal 3[ ] ≈ [ ] + [ ] = − . See
text for details. (For interpretation of the references to colour in this figure caption,
the reader is referred to the web version of this paper.)

Table 1
Reactions of neutral Fe-containing species in the MLT. R1 to R12 taken from Plane
et al. (2015). M in R4 and R9: N2 and O2. Units of rate coefficients: ki bimolecular,
cm3 molecule�1 s�1; ki termolecular, cm6 molecule�2 s�1, Ji: s�1.

Number Reaction Rate coefficient

R1 Fe O FeO O3 2+ → + T2.9 10 exp 174/10× ( − )−

R2 FeO O Fe O2+ → + T4.6 10 exp 350/10× ( − )−

R3 FeO O FeO O3 2 2+ → + T3.0 10 177/10× ( − )−

R4 FeO O M FeO2 3+ ( + ) → T4.4 10 exp /20030 0.606× ( )−

R5 FeO O FeO O2 2+ → + T1.4 10 exp 580/10× ( − )−

R6 FeO O FeO O2 3 3 2+ → + T4.4 10 exp 170/10× ( − )−

R7 FeO O FeO O3 2 2+ → + T2.3 10 exp 2310/10× ( − )−

R8 FeO H O Fe OH O3 2 2 2+ → ( ) + 5�10�12

R9 FeO H O M Fe OH2 2+ ( + ) → ( ) T5.1 10 exp 200/28 1.13× ( − )−

R10 Fe OH H FeOH H O2 2( ) + → + T3.3 10 exp 302/10× ( − )−

R11 FeO H FeOH O3 2+ → + T3.0 10 exp 796/10× ( − )−

R12 FeOH H Fe H O2+ → + T3.1 10 exp 1264/10× ( − )−

R13 FeOH h Fe OHν+ → + 2�10�3
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between 87 and 92 km which is observed in mid-summer can be
explained by gas-phase chemistry alone.

4. Discussion

Due to the unique combination of radar and lidar instruments
at Davis, we are able to directly investigate the correlation be-
tween large and small ice particles (NLC and PMSE) and Fe den-
sities. A striking feature of Fig. 2 is the onset of the Fe depletion
before the first occurrence of NLC and PMSE. Furthermore, not
only are column densities dropping before a maximum in NLC
brightness and occurrence frequency is observed in early January,
they even increase significantly during the main NLC period. In-
deed, a local column density maximum of 8 10 cm9 2∼ × − occurs in
mid-January when NLC and PMSE occurrence is high. Densities in
this period are nearly as high as in mid-September, i.e. well before
the summer transition of the MLT. Moreover, no sharp drop in
column density, layer shape or other parameters are observed
with the beginning and end of both the PMSE and NLC season, in
contrast to K observations in the Northern Hemisphere. This is
strong evidence that an uptake of Fe on ice particles cannot be the
major driving factor in the change of the annual cycle of Fe den-
sities leading to the strong summer time depletion. The density
drop is taking place considerably earlier than ice particles occur
and shows an unexpected anti-correlated behaviour in January.

These observations question explanations of differences in the
midsummer Fe layer behaviour between two Antarctic stations
published previously (Gardner et al., 2011). That study attributed
the annual change—and especially the summer time Fe depletion
below 95 km altitude—to the uptake of Fe on NLC particles. A one-
to-one comparison between that work and the current study is not
straightforward, as the dataset presented in the earlier study is not
only at a different longitude, but includes considerably fewer
hours and days of measurement. This was perhaps one reason that
those authors applied an harmonic fit to the data. A detailed
comparison of the harmonically fitted data with the higher re-
solution dataset (smoothed with a 14 day Hanning window) pre-
sented here may yield misleading results based on the different
mathematical treatment of the data, and not on geophysics. For
example, the raw data in Fig. 1 in Gardner et al. (2011) shows an
indication of low densities for two weeks in mid-December and
higher densities in January at Rothera. This feature however dis-
appears after applying the harmonic fit, as a comparison with
Fig. 2 therein shows. We conclude from the available datasets that
Fe depletion and NLC occurrence are both caused by low tem-
peratures, and not necessarily one by the other.

However, we note that this does not contradict a localised
metal uptake by NLC particles as presented by Plane et al. (2004).
Those authors observed almost complete removal of Fe within
very strong NLCs with high volumetric surface areas. Such loca-
lised “bite-outs” (in a vertical sense) are not explicable by gas-
phase chemistry, and occur because heterogeneous removal is fast
enough to compete with vertical mixing and fresh meteoric ab-
lation. However, heterogeneous removal within weaker NLCs will
be difficult to discern from gas-phase removal. As ice particles in
the MLT have a relatively short life time compared to the seasonal
change, a local uptake might be not large enough or last long
enough to significantly impact the entire Fe layer on a seasonal
scale.

Murray and Plane (2005) investigated the uptake coefficients
for various metals. That study found uptake coefficients for K and
Na on cubic ice close to unity. For Fe, an uptake coefficient close to
unity was found for higher temperatures above 140 K as well, but
this decreased rapidly for temperatures lower than 135 K to

3 10Fe
3γ = × − at 80 K. A lower relative importance of metal uptake

on ice particles for Fe at Antarctic sites compared to neutral gas
chemistry might therefore be caused by the very low mesopause
temperatures of down to 100 K in waves and less than 135 K in the
daily mean around summer solstice.

We conclude that ice particles in general (NLC and PMSE) and
low Fe densities at Antarctic sites largely occur simultaneously
during the summer period since they are both consequences of
low temperatures. An uptake of Fe atoms on ice particle surfaces
cannot be excluded, but is not the driving factor in the annual
change of Fe density.

This interpretation is supported by WACCM-Fe calculations
which show a strong positive correlation between Fe density and
temperature and a decrease in column abundance as observed at
Davis, Rothera and the South Pole. Although Fe density is further
reduced if an uptake on ice particles is considered, the model
captures the seasonal variation of Fe even without PMC
scheme (W. Feng (2015), personal communication). The model si-
mulations yield realistic results but are limited by the underlying
temperature field and circulation used in WACCM. In particular,
the high summer mesopause altitude and extremely low meso-
pause temperatures reported by Morris et al. (2012) and Lübken
et al. (2014) have not yet been reproduced. Additionally, absolute
density calculations crucially rely on a realistic representation of
the meteoric influx as well as careful balancing of reaction rate
coefficients. The magnitude of the meteoric influx is a matter of
ongoing discussion (Plane, 2012) and not all reaction rates are so
far well known from laboratory experiments. Further WACCM-Fe
results with improved rate coefficients and better temperature
representation might give even better insights in the behaviour of
the metal layer.

We want to further point to the uplift of the Fe layer's centroid
altitude in the upper panel of Fig. 1. We emphasise that the whole
layer including the upper boundary is shifted upwards and that
the lower boundary is nearly linearly shifted upwards from Sep-
tember onwards, clearly before the onset of ice particles. This is
not simply a relative shift due to a depletion in the lower parts of
the MLT Fe layer. We interpret the summer time uplift of the
centroid altitude, previously also reported by Gardner et al. (2005,
2011) and others, to be caused by the summer time dynamic uplift
at polar latitudes. Other possible causes could be the changed
chemical equilibrium between Fe and its reservoir species due to
drastically changed temperatures and solar irradiance. However, it
should be noted that increased conversion of Fe to Feþ on the
topside of the layer—caused by charge transfer with NOþ and O2

þ

ions and photo-ionisation—should depress the topside of the Fe
layer. This makes the uplift all the more striking.

The calculations presented in Section 3.3 confirm that tem-
perature dependent chemical reactions play a significant role in
the annual cycle of Fe. They alter the equilibrium between atomic
Fe and its molecular bound species in such a way that low tem-
peratures favour the latter over the former and remove Fe. These
considerations on their own do not completely rule out an addi-
tional metal uptake on ice particles. However, the calculations
show that under reasonable assumptions neutral gas chemistry
alone can explain the strong summer time Fe depletion in the
Antarctic mesospause region. Further comprehensive 3D model
calculations as performed by WACCM-Fe, laboratory studies of
metal containing species and analyses of atmospheric measure-
ments are necessary to improve our knowledge about important
reaction rate coefficients. This will help to determine the exact
contribution of all chemical reactions, transport and a potential
additional effect of ice particle adsorption on the mesospheric Fe
layer.

At this point, we cannot provide measurements of winds to

T.P. Viehl et al. / Journal of Atmospheric and Solar-Terrestrial Physics 127 (2015) 97–102 101

Vi
eh
le
ta
l.
20
15

79



analyse the role of latitudinal transport. Future simulations such as
performed by Feng et al. (2013) might help to understand the
relative importance of horizontal or vertical transport in relation
to the chemical analysis performed here. The role of wintertime
convergence and summertime divergence over the South Pole was
first proposed by Gardner et al. (2005) to explain the very large
seasonal variation of Na and Fe observed. However, the im-
portance of horizontal transport depends on the residence time of
Fe and its reservoirs above 80 km, and hence to the rate of vertical
transport. More understanding of these processes is required.

Note that optical measurements at polar latitudes pose a sig-
nificant technological challenge around summer solstice. The mid-
December features presented here require regular measurements
in a period of a few weeks. In particular the brief low temperatures
coinciding with low absolute Fe densities might be easily missed
by instruments with low SNR.

5. Conclusion

Our calculations show that neutral gas-phase chemistry alone
can explain most of the strong summer time Fe depletion in the
Antarctic mesopause region. The measurements presented here
show that ice particle occurrence does not appear to be the
dominant driving factor in the summer time depletion of the an-
nual cycle of the Fe layer in the mesopause region at Davis, Ant-
arctica. Although conclusive evidence for the uptake of various
metals on ice particles has been reported for singular measure-
ments by several authors, the effect alone cannot explain the
seasonal Fe layer cycle presented in this study.

Our measurements show a general uplift of the Fe layer during
the summer months including the upper boundary. An increase of
the layer's centroid altitude due to heterogeneous removal of Fe
and FeOH on the underside of the layer alone is therefore not
sufficient to account for this.

A detailed analysis of the intraday variability in Fe density, the
correlation with temperature and the occurrence of ice particles
such as NLC and PMSE on short time scales will be the subject of
further studies. This will help to quantify the uptake rates of Fe
atoms on ice particles and thus help to understand how large or
small an additional uptake effect is on short time scales and at
various temperature regimes. A further combination of chemical
modelling with the input of our observational data will help to
gain a better understanding of the chemical processes involved.
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Corrigendum

Corrigendum to “Summer time Fe depletion in the Antarctic
mesopause region” [J. Atmos. Sol.–Terr. Phys. 127(2015)97–102]

T.P. Viehl a,n, J. Höffner a, F.-J. Lübken a, J.M.C. Plane b, B. Kaifler a,c, R.J. Morris d

a Leibniz-Institute of Atmospheric Physics (IAP) at the University of Rostock, Schloßstr. 6, 18225 Kühlungsborn, Germany
b School of Chemistry, University of Leeds, Leeds LS2 9JT, United Kingdom
c Now at German Aerospace Centre (DLR), Institute of Physics of the Atmosphere, Münchner Str. 20, 82234 Wessling, Germany
d Formerly at Australian Antarctic Division (AAD), 203 Channel Hwy, Kingston, Tasmania 7050, Australia

It has been brought to our attention that there is an error in the
expression for A on p. 100 of Viehl et al. (2015). The quotient of
concentrations in the equation for A was expressed as
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where the eff subscript indicates values at the reference tem-
perature of Teff¼136 K.

The factor of e5 was mistakenly omitted from the equation for
A. Since e5¼148, A is 3�106, rather than 2�104 as stated in the
paper. This means that the fit through the lidar observations of [Fe]
versus T in Fig. 3 (the blue curve) cannot be explained solely by
temperature-dependent gas phase chemistry under the assump-
tions and simplifications made.

In fact, since this paper was published the photolysis rate of
FeOH, J(FeOH), has been shown by some of the authors to be
around 6�10�3 s�1, which is even larger than the value listed (for
R13) in Table 1 (Viehl et al., 2016). This further increases A and
questions the simplifications.

Moreover, Viehl et al. (2016) concluded that the much larger
photolysis rate leads to a nearly complete depletion of FeOH dur-
ing sunlit periods. FeOH can therefore not be a significant reservoir
for Fe around summer solstice. Hence, the fundamental assump-
tion of a temperature dependent partitioning between FeOH and
Fe made by Viehl et al. (2015) is not justified in the polar summer
mesosphere.

Nevertheless, the major conclusion of the paper stands:
That the summertime depletion of the Fe layer is not caused

primarily by the heterogeneous removal of Fe (and its compounds)
on polar mesospheric ice cloud (PMC/NLC) particles. The clear
observational evidence for this is described in Section 3.2 of the

paper. Further evidence is provided from 3D model simulations of
the Fe layer in the Whole Atmosphere Community Climate Model
(WACCM-Fe) (Feng et al., 2013). Simulations were performed for
the location of Davis (69°S), both with PMC formation and the
uptake of Fe species as described by Feng et al. (2013), and also
without PMC uptake. Fig. 1 shows the Fe density at 86 km, re-
corded every 30 min for the months of December and January. The
simulation with PMC uptake is shown in black, and without up-
take in red. The temperature-dependence of the Fe density is es-
sentially identical for both scenarios, demonstrating that PMC
uptake plays a limited role. Furthermore, the fraction of iron that is
in the form of atomic Fe remains roughly constant (�60%) over
the 125–180 K temperature range (not shown). Thus, the 7-fold
increase in Fe density with temperature may be explained due to a
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journal homepage: www.elsevier.com/locate/jastp

Journal of Atmospheric and Solar-Terrestrial Physics

Fig. 1. Fe density at 86 km as a function of temperature, from WACCM-Fe simu-
lations with PMC formation and uptake of Fe species (black points), and in the
absence of PMC uptake (red points).
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change in the total iron density.
This indicates that dynamics plays an important role:
When upwelling is strongest, the divergence of Fe-poor air

from the middle mesosphere produces low Fe densities and si-
multaneously the coldest temperatures. Hence, Fe density and
temperature are positively correlated. This interpretation is sup-
ported by the reported uplift of the Fe layer at Davis (Viehl et al.,
2015). However, Fe atoms do not constitute a passive tracer and
the complex temperature dependent interaction with the back-
ground atmosphere needs to be considered when quantitatively
investigating the upwelling. Further modelling work, high re-
solutive vertical and horizontal wind observations as well as la-
boratory studies of important chemical reaction rates are required
to determine the contributions by upwelling and temperature
dependent chemistry.

Finally, there are two typographical errors in Table 1 of the
paper. The rate coefficient for R3 should be 3�10�10 exp(�177/T),
and R4 should be 4.4�10–30 (T /200)0.606.

The authors would like to apologise for any inconvenience
caused.
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First measurements of thermal tides in the summer mesopause
region at Antarctic latitudes
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[1] We present the first detection of thermal tides in the
middle atmosphere at polar latitudes in summer. The IAP
iron lidar is in operation in Davis (69°S, 78°E), Antarctica,
since December 2011 and measures temperatures in the
height range 84–96 km with an accuracy of 1–3 K (after
1 hour integration) with an effective altitude resolution of
1 km. Iron densities are observed from�75–140 km. We ana-
lyze 171 hours of observations in the period 11–28 January,
2011, and find strong tidal modulations in Fe density and tem-
peratures. Typical amplitudes of thermal tides are 2–4 K for
both the diurnal and semidiurnal component. The diurnal tide
is larger (smaller) than the semidiurnal component below
(above) �90 km. The phase of the diurnal tide decreases
with altitude by �1.3 h/km which corresponds to a vertical
wavelength of �30 km. A similar phase progression is
observed in Fe densities extending below and above the
height range of temperature measurements. The overlay of
diurnal and semidiurnal components leads to tidal modula-
tions of up to �6 K for temperatures, and up to �4000/ccm
(=�40%) for Fe number densities. These modulations are
much larger compared to most simulations and point to some
missing processes in tidal modeling. Citation: Lübken, F.-J.,
J. Höffner, T. P. Viehl, B. Kaifler, and R. J. Morris (2011), First
measurements of thermal tides in the summer mesopause region
at Antarctic latitudes, Geophys. Res. Lett., 38, L24806,
doi:10.1029/2011GL050045.

1. Introduction

[2] It is generally recognized that tides can play an
important role for the thermal and dynamical structure of the
mesosphere/lower thermosphere. Tides can significantly
modify gravity wave propagation and change composition
due to transport. In general, tides interact with gravity waves
and larger scale wave motions (see McLandress [2002] and
Mayr et al. [2005] for some recent results). Tidal amplitudes
are largest at equatorial latitudes and are believed to be small
at polar latitudes during summer and winter since solar
excitation varies only little during 24 hours (permanent sun-
light or darkness). Unfortunately, very little is known about
thermal tides at polar latitudes during summer, mainly
because observations are difficult to perform here. More
information on thermal tides is needed, for example, to esti-
mate a potential bias of trends in polar mesospheric clouds
(PMC) observed by satellite instruments which cover certain
local times only (varying from year to year) [DeLand et al.,

2007]. Tidal effects in general may influence the analysis of
trends in the middle atmosphere [Beig et al., 2003].
[3] In the summer polar mesosphere most information on

tides comes from wind measurements with radars or from
satellites [see, e.g., Portnyagin et al., 2004; Oberheide et al.,
2006; Hoffmann et al., 2010]. Satellite borne temperature
measurements have also been used to deduce thermal tides,
but mainly at low latitudes or at lower heights, or during
darkness only (for some recent examples see Forbes and
Wu [2006]). Furthermore, satellite observations of tides are
often hampered by the slow orbit precession which requires
several weeks for a total coverage of all local times. Reso-
nance and Rayleigh lidars provide quasi-continuous cover-
age of temperatures in the MLT region and have been used
to study thermal tides, but only at mid latitudes mainly
because it is difficult to measure temperatures during day-
light [She et al., 2002; Shepherd and Fricke-Begemann,
2004]. Daylight also prevents ground based airglow mea-
surements of tides to be applied in polar summer. The
combination of ground based and satellite borne techniques
can circumvent some of the uncertainties described above
[Ward et al., 2010].
[4] In this paper we present first observations of tidal

signatures in the height range of approximately 80 to 130 km
(smaller height range for temperatures) during summer,
derived from resonance lidar observations at Davis (69°S,
78°E). We note that from a 24 h/12 h oscillation observed
at only one station the cause of this variation (migrating tide,
non-migrating tide, gravity waves) cannot be unambiguously
identified. As will be discussed later, there are strong indi-
cations that the modulations presented in this paper are
indeed caused by tides (and not by gravity waves). We will
compare our results with the latest version of the Global
Scale Wave Model (GSWM09) and also with the tidal var-
iations in the empirical MSIS-00 model (Mass Spectrometer
Incoherent Scatter model) [Zhang et al., 2010; Picone et al.,
2002].

2. Instrumentation, Observations,
and Data Analysis

[5] The mobile scanning iron lidar is a two-wavelength
system (772 nm/386 nm). It determines mesospheric tem-
peratures by probing the Doppler broadened iron resonance
line at 386 nm with a frequency-doubled alexandrite laser
[Höffner and Lautenbach, 2009]. The system allows to mea-
sure temperatures during full daylight with a typical uncer-
tainty of 1–3 Kelvin after 1 hour integration. These values
refer to typical summer conditions with lowest metal densities
and the Sun being at the highest elevation. Here we report
about observations performed during 12 days at Davis from
11–28 January 2011.

1Leibniz Institute of Atmospheric Physics, Kühlungsborn, Germany.
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[6] We consider only measurement periods which are
typically longer than 12 hours. Within a period of 17 days
this gave 12 days with observations with an average of
14.3 hours per day (42% of the total time). In total, 171 hours
of observations are used for this study. From the raw data
we first subtract the seasonal variation consisting of a yearly
and half-yearly component. Then all measurements within a
given hour-of-day and altitude bin of 1 km are averaged
considering instrumental uncertainties (1–3 K, see above)
and natural variability. The latter is determined as the root
mean square of the deviations of all data from the mean. It
amounts to approximately �10 K (nearly independent of
altitude) and dominates the total uncertainty. Finally, tidal
amplitudes and phases are determined from a non-linear fit
of the following equation taking these uncertainties into
account:

T zð Þ ¼ Ao zð Þ þ
X
i

Ai zð Þ⋅cos 2p⋅ t � fi zð Þð Þ
Pi

� �
ð1Þ

where Ai(z) are the amplitudes, and fi(z) are the phases
(=time of maximum) of the diurnal (P1 = 24 h) and semidi-
urnal (P2 = 12 h) tide. Times are given in local solar time
(LST), i.e., where the Sun has its largest elevation at
12:00 noon (LST = UT + 5 h 12 min; UT = universal time).
In order to judge the goodness of the fit we determine the
reduced cn

2 values. We have considered the uncertainties of
the data point, combining instrumental errors and natural
variability (see above). In most altitudes we find cn

2 values
of 0.9–1.2. The fact that cn

2 is close to unity indicates that
the data are well described by the fit.

3. Results

[7] In Figure 1 we show a contour plot of iron density
variations which clearly demonstrates daily variations. We
show deviations from a seasonal mean smoothed by a 3 point
running mean. The time of local maximum decreases with
altitude from 75 km to �108 km. Note that Fe densities
rely on the raw signal only (i.e., on signal strength) and do
not require any spectral decomposition. Therefore, the tidal
analysis is less sensitive to total Fe density and covers an
extended height range from 75 to 140 km (shown up to

130 km in Figure 1). Around 90 km the modulation is largest
(up to approximately �4000/ccm) which is as much as
�40% compared to typical densities at these altitudes.
Above �110 km the tidal modulation is rather small in
absolute number densities, but still large considering relative
variations.
[8] A summary of temperature deviations is shown in

Figure 2. Below approximately 90 km the diurnal compo-
nent is dominant and leads to generally higher temperatures
in the morning hours (�6–12 LST) and lower 12 hours later.
The magnitude of the modulation is approximately �4–7 K.
Above �92 km a semi-diurnal variation is clearly visible.
[9] In Figure 3 we show the altitude variation of ampli-

tudes and phases (12 h and 24 h). Typical amplitudes are
2–4 K. The diurnal tide is larger compared to the semi-
diurnal component for z < 90 km. The phase of the diurnal
tide decreases with height up to 96 km, except for a ‘jump’ at
93–94 km. This phase jump might be caused by data cover-
age which is somewhat poor at altitudes above 92 km. As
can be seen from Figure 3 the error bars at these altitudes are
indeed larger, but only moderately since the total uncertainty
is determined by natural variability (and less by instrumental
uncertainties) which is nearly constant with altitude. The
general phase decrease with altitude of the diurnal tide is
approximately �1.26 km/h which corresponds to a vertical
wavelength of �30 km. The phases of both tidal compo-
nents are rather similar (�5–10 LST) at most altitudes which
leads to constructive interference and substantial temperature
deviations. The observed amplitudes are much larger com-
pared to GSWM09, both for the diurnal and semi-diurnal
component. The diurnal tide from observations is out of
phase with GSWM09, whereas the semi-diurnal phases are
similar at higher altitudes. We have also compared with
MSIS-00 and find poor agreement, in particular for the
diurnal amplitude below 90 km which is only 0.5–1.0 K in
MSIS-00, i.e., much smaller compared to our lidar results.
These discrepancies are perhaps not surprising since
MSIS-00 is based on very limited observations in the high
latitude summer MLT region.

Figure 1. Iron number density deviations from the seasonal
mean in 1/cm3. The straight line presents a phase progres-
sion corresponding to a vertical wavelength of �36 km. To
highlight the phase progression with altitude, the deviations
are shown for a period of two days.

Figure 2. Temperature deviations from the seasonal mean
in Kelvin. A total of 171 hours of observations within 12 days
in January 2011 contribute to this plot. To highlight the phase
progression with altitude, the deviations are shown for a
period of two days.

LÜBKEN ET AL.: THERMAL TIDES AT ANTARCTIC LATITUDES L24806L24806

2 of 4

Lübken et al. 2011

84



[10] Using the fit coefficients shown in Figure 3 we
determined the superposition of diurnal and semidiurnal
temperature fluctuations at all heights (Figure 4). Tempera-
tures are systematically lower (higher) compared to the mean
by as much as approximately �6 K. This is significantly
larger compared to GSWM09 which shows maximum
deviations of only �1 K in the entire height range. The
overlay of 24 h and 12 h tides leads to a systematic variation
of temperature minima with altitude where the minimum
appears shortly after midnight at 84–85 km and significantly
later (16–18 LST) at �90–96 km. The temperature devia-
tions shown in Figure 4 resemble the original deviations as
shown in Figure 2. We have studied the differences between
the original temperatures and the reconstructions and did not
find any systematic variations. This implies that tides cover a
substantial part of the systematic temperature variations.

4. Discussion

[11] What distinguishes our tides from gravity waves?
Since gravity waves are generated with random phase they
average out if several days are overlayed. Furthermore,
modulation at several altitudes with time would hardly show
a variation compatible with diurnal and semidiurnal tides.
The goodness of fit test suggests that indeed a major part of
the systematic temperature variability is expressed in terms
of tides. From the density variations shown in Figure 1 we
see that the tidal phase structure extends way below and
above the height region where temperatures are derived.
A typical vertical wavelength in the lower part of Figure 1 is
lz ≈ �36 km which is consistent with the phase progression
of the temperature variations shown in Figure 2. Since Fe
densities and ambient temperatures are derived indepen-
dently from each other, this supports our conclusion that the
modulations observed are indeed caused by tides. The fact
that the tidal component is persistent when averaging over

several days indicates that the processes leading to tidal
modulation are not random.
[12] Murphy et al. [2006] have summarized tidal analysis

from radar wind measurements performed at several stations
in Antarctica. The amplitude and phase variations with
height are rather complex and vary substantially with season.
In January, diurnal and semidiurnal tide are of similar mag-
nitude. The phase of the semidiurnal tide varies by several
hours throughout the month, whereas the variation is smaller
but still significant for the diurnal component. If such phase
variations should also exist for temperatures during the
12 days of our observations, this could reduce the amplitude
derived from our data, and also modify the phase. The tidal
signal in temperatures is not strong enough to examine such
a phase shift.

Figure 3. (left) Amplitudes and (right) phases of diurnal (solid lines) and semi-diurnal (dotted lines) tides. Blue: from
observations; green: from GSWM09 [after Zhang et al., 2010]. The blue straight line in the right panel presents a phase pro-
gression corresponding to a vertical wavelength of �30 km.

Figure 4. Temperature deviations in Kelvin due to a com-
bination of 24 h and 12 h tides. To highlight the phase pro-
gression with altitude, the deviations are shown for a period
of 2 days.
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[13] We note that there are several similarities in the tidal
variations of Fe densities and temperatures, as can be seen by
comparing Figures 1 and 2. For example, temperature and
iron density deviations are both positive and large around
90 km between 6 and 12 LST. This indicates that temperature
dependent chemistry may contribute to Fe density variation.
We realize that other factors may influence diurnal variations
of Fe densities, such as variable sources (meteors), vertical/
horizontal transport, varying solar inclination, etc. A full
chemistry/transport model is required to disentangle the
physical/chemical processes involved.
[14] In general, theoretical studies predict rather small

amplitudes for thermal tides at polar latitudes during summer
[e.g., Achatz et al., 2008]. Most model studies do not even
present results on thermal tides under these conditions. The
observed amplitudes presented in this paper are generally
larger compared to these models. This is true also for
GSWM09 which includes consideration of non-migrating
tides. We note that radar wind observations at high latitudes
in summer also show tidal amplitudes significantly larger
compared to GSWM09 [Murphy et al., 2006]. Mayr et al.
[2005] have studied the excitation of non-migrating tides
by the interaction of planetary waves, gravity waves, and
migrating tides. In the southern hemisphere summer at high
latitudes they find amplitudes of several Kelvin for the semi-
diurnal component (at 100 km) which is consistent with our
observations (see Figure 3). This suggests that non-linear
interactions of waves may play a key role in explaining the
thermal tides observed by our lidar.
[15] In summary, we present the first detection of thermal

tides at polar latitudes in summer. We find surprisingly large
tidal modulations of temperatures up to�6 K and even larger
(up to �40%) in Fe number densities. Since the observed
thermal tides are significantly larger compared to most
models this asks for a comprehensive investigation of the
potential mechanisms leading to tides at high latitudes,
namely excitation, propagation, and interaction with waves at
various spatial and temporal scales. The Fe lidar will con-
tinue to be in operation for at least another austral summer
season which will hopefully indicate intra-seasonal variability
of tides. We will expand our tidal analysis to winter but
expect larger interference from gravity waves. Furthermore,
we will compare with tidal observations from radars, and
stimulate model studies to better understand the cause for the
tidal variation by (non-)migrating tides, or perhaps by prop-
agation from lower latitudes.
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Abstract Measurements of the diurnal cycle of potassium (K) atoms between 80 and 110 km have been
made during October (for the years 2004–2011) using a Doppler lidar at Kühlungsborn, Germany (54.1°N,
11.7°E). A pronounced diurnal variation is observed in the K number density, which is explored by using a
detailed description of the neutral and ionized chemistry of K in a three-dimensional chemistry climate model.
The model captures both the amplitude and phase of the diurnal and semidiurnal variability of the layer,
although the peak diurnal amplitude around 90 km is overestimated. Themodel shows that the total potassium
density (≈K+K++KHCO3) exhibits little diurnal variation at each altitude, and the diurnal variations are largely
driven by photochemical conversion between these reservoir species. In contrast, tidally driven vertical
transport has a small effect at this midlatitude location, and diurnal fluctuations in temperature are of little
significance because they are small and the chemistry of K is relatively temperature independent.

1. Introduction

Layers of metal atoms in the upper mesosphere and lower thermosphere (MLT) region have been observed
by twilight photometry and lidar since the mid-1960s [Plane, 1991]. The metals are produced by meteoric
ablation. Observations of the layers, combined with laboratory studies of reaction rate coefficients and
modeling, have contributed significantly to our understanding of chemical and dynamical processes in the
MLT [Plane, 2003; Plane et al., 2015]. The metal layers are affected by transport processes ranging from the
hemispheric-scale meridional circulation to small-scale perturbations from gravity waves and tides [Eska
and Höffner, 1998; Feng et al., 2013; Lübken et al., 2011; Marsh et al., 2013]. A recent development has been
the inclusion of the chemistry of Na [Marsh et al., 2013], Fe [Feng et al., 2013], K [Plane et al., 2014], and Mg
[Langowski et al., 2015] in a three-dimensional (3-D) whole atmosphere model.

Atmospheric tides have an important impact in the upper atmosphere. Much work has been conducted on
investigating the MLT tidal signature using satellite, ground-basedmeasurements andmodels, with a primary
focus on the temperature and wind components [e.g., see Ward et al., 2010] as well as atmospheric
constituents [e.g., Marsh and Roble, 2002; Smith et al., 2010]. The first study of potential tidal impacts on
the Na layer density was conducted by Clemesha et al. [1982], who found that there was no significant
diurnal variation in the Na density, which suggested that the tide had little impact on the Na layer at 23°S.
In contrast, Zhou et al. [2008], Yu et al. [2012], and Lübken et al. [2011] have all reported significant diurnal
variations of the Fe layer, which indicate a combination of tidal and photochemical influences. The
response of K is of particular interest, as the K layer exhibits a completely different seasonal behavior to
the other observable metals; a semiannual seasonality (summer and winter maxima) versus the annual
variation (winter maximum and summer minimum) seen in other metals like Na and Fe [Plane et al., 2014].
As yet, there have been no direct comparisons of the observed and modeled response of the metals layers
to the atmospheric solar tide and photochemistry in the MLT.

In this paper, we use a combination of lidar measurements and modeling to investigate the impact of
chemistry and dynamics on the diurnal behavior of the K layer. The paper is organized as follows:
Section 2 describes the measurements and model used in the study. Section 3 compares the model results
with lidar observations by examining important parameters of the K layer as well as diagnosing the diurnal
and semidiurnal amplitude and phase of the K density variation. The model results are then used to
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compare the role of photochemistry with tidally driven transport and temperature fluctuations. Section 4
summarizes the conclusions.

2. Potassium Doppler Lidar Measurements and the WACCM-K Model

Measurements of the K(D1) resonance wavelength at 770 nm [see von Zahn and Höffner, 1996; Höffner and
Lübken, 2007] have been made at Kühlungsborn (54.1°N, 11.7°E) across the period 2002 to 2012. Here we
use measurements in October averaged from 2004 to 2011, because this provides the longest available
monthly observational record of K with a total of 363 h on 18 days of measurement, a sufficiently long data
set to investigate the diurnal variation of K. The large number of available days from different years allows
the averaged diurnal variability, rather than a snapshot from a few consecutive days, to be determined.
After stacking all data into a single day with 1 h resolution, gravity waves and other disturbances are
mostly averaged out by the large number of long measurements. Whereas K densities can be measured
over a 24 h diurnal cycle, this is often not possible for temperatures because the temperature analysis
requires a much better signal to noise. Temperatures are derived from the Doppler broadening of the
K line, which is a relatively small effect. The large solar background during daytime, when exacerbated
by the haze which often occurs over Kühlungsborn at noon, does not allow the accurate determination
of temperatures. As a result, only a few temperatures with relatively large uncertainties are available
around midday. It is possible to determinate temperature tides if shorter measurements are considered.
For measurements longer than 6 h a tidal analysis has been performed by Kopp et al. [2014] for a
different data set. A tidal analysis of temperature variations would therefore contain data from a
small subset of the days that have been used for the K density analysis, and so this is not included in
the present study. We also note that Lübken et al. [2011] have reported a comparison of the
temperature and Fe density tidal variations using a mobile Fe lidar, but this was possible because of the
nearly solar background free measurements under all conditions which cannot be achieved with a K or
Na Doppler lidar.

A global model of meteoric K (WACCM-K) has been developed recently [Plane et al., 2014]. WACCM-K
combines three components: the Whole Atmosphere Community Climate Model (WACCM) which includes
the important MLT chemistry and dynamical features [Marsh et al., 2013]; a description of the neutral and
ion-molecule chemistry of K in the MLT; and the injection rate profile of K atoms which is calculated by
combining a meteoric ablation model with an astronomical model of near-Earth cosmic dust. The ablation
flux of K during October at the latitude of Kühlungsborn is 150 atom cm�2 s�1. WACCM-K successfully
reproduces the observed semiannual variation in the K layer [Plane et al., 2014]. WACCM also reproduces
diurnal and semidiurnal tide in the MLT [Chang et al., 2012]. Here we have used the same specified
dynamics version nudged with the Goddard Earth Observing System 5 (GEOS-5) meteorological data set
[Feng et al., 2013; Langowski et al., 2015; Plane et al., 2014], with a horizontal resolution of 1.9° × 2.5° and
~3.5 km vertical resolution in the MLT. The Prandtl number is set to 4. We sampled the model output every
30min for Kühlungsborn from January 2004 until the end of December 2011.

A linear least squares fit method is also used to diagnose the diurnal/semidiurnal amplitude and phase of K
layer, and the modeled temperature (T) and vertical wind velocity (w):

f tð Þ ¼ f 0 þ
X
n

An cos 2nπt=24þ ϕnð Þ (1)

where f(t) is the time series of K, T, or w. The local time is t, f0 is diurnal mean value, n is wave number where
n= 1 describes the diurnal variation while n=2 describes the semidiurnal variation. An is amplitude and ϕn is
phase.

The K chemical lifetime (τ) with respect to conversion to the reservoirs KHCO3 and K+ can be derived from the
chemical reaction set listed in Table 1:

τ�1 ¼ k1 O3½ � þ k3 O2½ � M½ � k4 O½ �
k4 O½ � þ J11

� �� �
k5 H2O½ � þ k6 H2½ �

k2 O½ � þ k5 H2O½ � þ k6 H2½ �
� �

k8 CO2½ � M½ �
k8 CO2½ � M½ � þ k7 H½ � þ J12

� �

þ k9 NOþ½ � þ k10 O2
þ½ � þ J13

(2)
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The first term on the right-hand side
describes the rate of conversion of
K to KHCO3, with the short-lived
intermediates KO, KO2, and KOH
assumed to be in chemical steady
state; the final three terms define the
rate of conversion to K+ via charge
transfer and photoionization.

3. Results and Discussion

Figure 1 shows the observed and
modeled diurnal variation of the K
layer. The measurements show that
the K layer peaks around 90 km with
a maximum density of ~20 cm�3

between 0300 and 0900 LT, which
then decreases to ~13 cm�3 around
2100 LT (Figure 1a). Overall, WACCM-
K simulates the observed K layer
quite well and also captures the large
differences between dawn (around
0600 LT) and dusk (around 1800 LT)
at 90 km (Figure 1b). The layer
bottomside production and loss of
K is similar to Fe [Feng et al., 2013;
Yu et al., 2012]. There is a large
decrease of observed neutral K
around 105–110 km which is due to
the conversion of K to K+ ions,
through charge transfer with NO+

and O2
+ and photoionization. This

observed decrease in neutral K is also

Table 1. Neutral and Ionic Gas-Phase Reactions Required to Estimate the Lifetime of K With Respect to Conversion to the
Reservoir Species KHCO3 and K+

Number Reaction Rate Coefficienta

Neutral Chemistry
R1 K +O3→ KO +O2 1.15 × 10�9 exp(�120/T)
R2 KO +O→ K +O2 2 × 10�10 exp(�120/T)
R3 K + O2 (+M)→ KO2 1.3 × 10�29 (T/200)�1.23

R4 KO2 +O→ KO +O2 2 × 10�10 exp(�120/T)
R5 KO + H2O→ KOH +OH 2 × 10�10 exp(�120/T)
R6 KO + H2→ KOH +H 2 × 10�10 exp(�120/T)
R7 KOH +H→ K + H2O 2 × 10�10 exp(�120/T)
R8 KOH + CO2 (+M)→ KHCO3 7.1 × 10�28 (T/200)-4.2

Ion-Molecule Chemistry
R9 K + NO+→ K+ + NO 9.4 × 10�10

R10 K +O2
+→ K+ +O2 3.2 × 10�9

Photochemical Reactions
R11 KO2 + hν→ K +O2 2.2 × 10�3

R12 KOH+ hν→ K +OH 2.7 × 10�2

R13 K + hν→ K+ + e� 4 × 10�5

aRate coefficients from Plane et al. [2014]. Units: unimolecular, s�1; bimolecular, cm3molecule�1 s�1; termolecular,
cm6molecule�2 s�1.

Figure 1. Diurnal variation of the K layer for October at Kühlungsborn,
Germany (54°N, 12°E), averaged from 2004 to 2011. (a) K density (atom cm�3)
as a function of altitude and local time, measured by lidar. (b) K density as a
function of altitude and time from WACCM-K.
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well captured by the model, although
WACCM-K overestimates the daytime
atomic K density around 105–110 km
by a factor of 5. As we have discussed
in Feng et al. [2013], this likely arises
because there is an accumulation in
the lower thermosphere of K+ ions
(and hence K, with which K+ is in quasi
steady state) since WACCM does not
include the Lorentz force which
distributes long-lived metal ions over
greater heights in the thermosphere.

In order to explore the characteristics of
the K layer in greater detail, we have
calculated the centroid height and RMS
(root-mean-square) width, which is a
measure of the layer thickness, as well
as the K column abundance. Figure 2
shows the diurnal variation of the
K centroid height, RMS width minus its
24h averaged value as well as K vertical
column density (VCD) percentage
change over 24h (the average column
density is 100%) calculated from the K
density in Figure 1. This highlights any
changes caused by tides which move
the layer up/down within 24h. WACCM-
K captures the mean K characteristics
quite well. The mean K centroid height is
90.9 km from lidar while it is 90.2 km
from WACCM-K. The observed K RMS
width is 4.7 km and the modeled
width is 4.4 km, the observed K VCD
(integrated from 80 to 110km) is

1.99×107 cm�2 and the modeled column density is 2.04×107 cm�2. Both lidar and model show that the
centroid height of K layer occurs at nighttime then decreases during the day. The width of the K layer from
lidar varies from a minimum at 0200–0300 LT to a maximum at midnight, whereas the model somewhat
overestimates and then underestimates it, though the mean K RMS width is very similar to that measured. Both
model and observation show that the K column abundance increases from 1800 LT to a maximum around
0700 LT and then decreases throughout the daytime. Clearly, WACCM-K reproduces the observed K column
abundance variation quite well though the model slightly overestimates the total column abundance value.

Figures 3a and 3b show height profiles of the amplitude and phase (diurnal and semidiurnal) for the
measured and modeled K density. The observed maximum diurnal amplitude is 1.1 cm�3 around 90 km,
while the maximum semidiurnal amplitude is 1.0 cm�3 around 87 km. Although the maximum diurnal and
semidiurnal K amplitude from the model is at a similar altitude to that observed, the model largely
overestimates the observed K diurnal amplitude maximum. Above 105 km, there is significant sharp
decrease in the observed K diurnal amplitudes, whereas the model still exhibits large diurnal modeled K
amplitude. This is due to the overestimation of the K density above 105 km by the model compared with
lidar observation (Figure 1). The K diurnal and semidiurnal phase is shown in Figure 3b, which is defined
with respect to the time of maximum K in the oscillation. At the layer peak altitude, the diurnal and
semidiurnal variations peak near sunrise in both observations and the model. The observed diurnal K
phase indicates the time of maximum K perturbation is ~ 14 h at 80 km down to 2 h around 110 km, which
is well captured by the model. The model also correctly predicts a later semidiurnal phase than diurnal phase.

Figure 2. Diurnal variation of (a) the K centroid height (km), (b) RMS width
(km) which are subtracted from the 24 h averaged value, and (c) the vertical
column density (VCD) changes (average = 100%) over 24 h. The error bars
are calculated from standard deviation of the October mean K density.
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Figure 3. The diagnosed amplitude and phase (h) of the diurnal and semidiurnal variations in: (a and b) K (cm�3) from lidar
and WACCM-K model, (c and d) temperature, and (e and f) vertical wind (cm/s) as a function of altitude from GSWM and
WACCM-K model simulations. The error bars represent 1 sigma uncertainty from the regression calculation.
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The potassium lidar temperature data are insufficient for detailed diurnal analysis. We have therefore
compared the tidal components of the temperature T (Figures 3c and 3d) and vertical velocity w
(Figures 3e and 3f) in WACCM-K with those from the global scale wave model (GSWM) [Hagan et al., 1995],
which has been widely used to investigate tides in MLT. GSWM predicts that the tidal amplitude of T for
October around Kühlungsborn (Figure 3c) increases with altitude, and the semidiurnal amplitude (with a
maximum value of 14–16 K around 125 km) is larger than the diurnal temperature amplitude above
100 km, whereas WACCM underestimates both the diurnal and semidiurnal T amplitudes. However, below
100 km the models are in good agreement (less than 5 K difference). Generally, both the diurnal and
semidiurnal phases for T from GSWM and WACCM (Figure 3d) exhibit downward progression between 60
and 90 km and above 95 km. There is upward progression for the diurnal T between 94 and 98 km and
semidiurnal T between 90 and 95 km. Kopp et al. [2014] reported temperature phases and amplitudes for
October using a Rayleigh-Mie-Raman (RMR) lidar. Even though this data set differs from the data set
herein, it gives an indication of the observed temperature tide during the period discussed here. We note
that WACCM and GSWM have lower diurnal and semidiurnal amplitudes (less than 3 K) between 85 and
95 km compared with Kopp et al. [2014] (1–8 K).

The amplitudes of the diurnal and semidiurnal tidal components of w from both GSWM and WACCM
(Figure 3e) also increase with altitude in the MLT region. The semidiurnal variation in w dominates
above 100 km. WACCM appears to capture the main features of the diurnal and semidiurnal tide
both in amplitude and phase, though it has smaller amplitude compared with GSWM at this
midlatitude location.

In order to investigate the possible effect of the tide on the diurnal cycle of the K layer, we start by
considering how the total density of K-bearing chemical species (which is essentially the sum of K,
K+, and KHCO3 in WACCM-K) varies as a function of height and local time. Figure 4a shows that the
total K density peaks around 90 km (~65 cm�3), which is slightly higher than the peak altitude of
neutral K atom density (Figure 1b). Significantly, the total K is almost constant at each height over a
diurnal cycle, which suggests that vertical transport plays a minor role. Figures 4b–4d show the
vertical profiles as a function of time of the three main species K+, K, and KHCO3 expressed as a
percentage fraction of total K. K+ ions dominate on the topside of the K layer, accounting for more
than 60% of total K above 90 km and more than 90% above 100 km. Neutral K atoms comprise 20–40%
of the total density around the layer peak, with very small insignificant contributions below 80 km
and above 100 km. KHCO3 is the dominant reservoir species on the bottomside of the K layer,
contributing more than 90% below 79 km. Other K-containing species make very small contributions
[Plane et al., 2014].

Above 87 km, K and K+ simply interconvert over a diurnal cycle: K is converted into K+ during daytime
through photoionization and charge exchange reactions, and K+ is neutralized through cluster formation
and dissociative recombination with electrons [Plane et al., 2014]. Photochemistry also explains the
buildup of neutral K atoms below 87 km after sunrise via the photolysis of the reservoir species KHCO3.
The marked increase in K between 83 and 87 km after ~0600 LT disappears again by 1200 LT, due to
conversion of atomic K into K+. On the underside of the layer below 85 km, there is a complete removal of
K during nighttime (1800–0500 LT), as K is converted into the dominant reservoir KHCO3. After dawn this
reservoir is converted back to K by photolysis. Furthermore, the conversion of K back to KHCO3 involves
three steps: the reaction of K with O3 to form KO; reaction of KO with H2O/H2 to yield KOH; and
recombination of KOH with CO2 [Plane et al., 2014]. The rates of these three steps in the mechanism slow
down after sunrise. This is because during daytime at 74 km more than 70% of the O3 is photolyzed, and
the daytime O and H concentrations are ~50 and 10 times higher than during the night, respectively
(these variations are illustrated in Figure 4 of Plane et al. [2015]). Thus, during the day K is oxidized more
slowly by O3, and the increased O and H radical concentrations convert KO and KOH, respectively, more
rapidly back to K.

The diurnal variation in temperature predicted by WACCM is small over Kühlungsborn: less than 4 K at each
height between 80 and 100 km, compared with RMR measurements between 85 and 95 km [Kopp et al.,
2014]. Since the temperature dependencies of the relevant reactions in the K chemistry scheme are
comparatively small (and the reaction of KHCO3 + H has too large an activation energy to be important)
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[Plane et al., 2014], diurnal variations in temperature do not play a significant role in the diurnal variation of
the K layer. Figure 4e shows that the modeled vertical windw at 54°N during October is small (≤5 cm s�1) in
the MLT, corresponding to tidally driven vertical displacements of less than 1 km. This lack of vertical
transport explains the near-constant total K density at each height (Figure 4a).

Figure 4. Diurnal variation of simulation of (a) the total K layer, (b) the percentage of ionic K, (c) neutral K atoms
and (d) reservoir species KHCO3 with respect to (e) the total K density and diagnosed vertical velocity and (f) chemical K
lifetime for October at Kühlungsborn, Germany (54°N, 12°E), averaged from 2004 to 2011.
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Finally, Figure 4f shows the K lifetime τ calculated using equation (2). Below 80 km, τ is short (<10min),
although it effectively doubles at each height during the day because of the increased concentrations of O
and H and decreased O3 (see above). The longest lifetimes are during the night, less than 1 day below
100 km, and much longer higher in the thermosphere. However, during daytime the lifetime is always less
than 4.5 h throughout the MLT. This explains why in situ photochemistry plays a much more important
role than vertical transport in controlling the diurnal variation of atomic K.

4. Conclusions

The diurnal variation of the midlatitude K layer has been measured using a lidar located at Kühlungsborn
(54.1°N, 11.7°E), Germany. Data obtained between 2004 and 2011 were used to construct a height profile of
the K density as a function of local time, for the month of October. Even though this is a single site
observation, the data provide a comprehensive test for the interplay between dynamics and chemistry in a
3-D model of the K layer. Overall, WACCM-K reproduces the observed diurnal and semidiurnal variations in
the K layer satisfactorily. It is shown that most of the variability is accounted for by photochemistry, both
directly through photolysis of the reservoir species KHCO3 and photoionization of K and indirectly by
changing the concentrations of O3, O, and H which affect the rates of important reactions. Diurnal variations
in temperature, and tidally driven vertical transport, appear to play a minor role in the upper atmospheric
potassium layer at this midlatitude location.
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Abstract A 16 month series of lidar measurements in the stratosphere and mesosphere-lower
thermosphere (MLT) region over Davis Station (69∘S, 78∘E) in Antarctica is used to study gravity waves.
The unprecedentedly large number of observations totaling 2310 h allows us to investigate seasonal
variations in gravity wave activity in great detail. In the stratosphere the gravity wave potential energy
density (GWPED) is shown to have a large seasonal variation with a double peak in winter and minimum in
summer. We find conservative wave propagation to occur between 29 and 41 km altitude in winter as well
as in summer, whereas smaller energy growth rates were observed in spring and autumn. These results are
consistent with selective critical-level filtering of gravity waves in the lower stratosphere. In the MLT region
the GWPED is found to have a semiannual oscillation with maxima in winter and summer. The structure of
the winter peak is identical to that in the stratosphere, suggesting that the gravity wave flux reaching the
MLT region is controlled by the wind field near the tropopause level.

1. Introduction

Atmospheric gravity waves are important for vertical coupling in the atmosphere. They transport energy
and momentum vertically and horizontally over large distances. At high latitudes, dissipation of these waves
in the mesosphere-lower thermosphere region (hereafter MLT region) transfers momentum into the back-
ground flow, driving a global meridional circulation from the summer pole to the winter pole [Lindzen, 1981;
Holton, 1983]. Associated with this circulation is the upwelling of air at the summer pole causing the strong
adiabatic cooling of the summer MLT region [Andrews et al., 1987; Becker, 2012]. This gravity wave-induced
cooling gives rise to observed temperatures as low as 130 K which are far from radiative equilibrium [Lübken,
1999; Lübken et al., 2014]. For this reason, phenomena like noctilucent clouds and polar mesospheric summer
echoes are limited to the summer polar region [Olivero and Thomas, 1986]. Without gravity wave-induced cool-
ing, temperatures in the summer MLT remain above the frost point [Rapp and Thomas, 2006]. The occurrence
of noctilucent clouds is thus a result of gravity waves propagating from the troposphere/lower stratosphere
into the MLT region.

Gravity waves have been extensively studied in models [e.g., Zhang, 2004] as well as through employing obser-
vational techniques such as lidars [e.g., Rauthe et al., 2008; Yamashita et al., 2009], radars [e.g., Nicolls et al., 2010;
Lue et al., 2013], radiosondes [e.g., Allen and Vincent, 1995; Moffat-Griffin et al., 2011], satellite-based radiome-
ters [e.g., Alexander et al., 2008; Wright and Gille, 2013], and Global Positioning System radio occultation [e.g.,
Wang and Alexander, 2010]. Among all observational techniques, lidars provide the highest temporal and
vertical resolutions over a wide altitude range and observation periods up to several days.

Lidar observations in the Antarctic region are rare due to the difficulties involved in setting up and operating
complex optical instruments in such a harsh environment. First, lidar-based measurements of gravity waves
on the Antarctic continent were reported by Nomura et al. [1989]. Nomura et al. [1989] used a sodium lidar
located at Syowa Station (69∘S, 40∘E) in 1985 to derive gravity wave parameters from density perturbations
in the sodium layer (approximately 80–105 km). Collins and Gardner [1995] studied gravity waves observed
in 1990 at the South Pole in the sodium layer and in stratospheric clouds between 15 and 30 km. An iron
Boltzmann/Rayleigh lidar was used to investigate gravity waves in 30–45 km altitude at the South Pole and at
Rothera between 2000 and 2005 [Yamashita et al., 2009]. This instrument was later moved to McMurdo (78∘N,
167∘E) [Chen et al., 2013]. A Rayleigh lidar providing temperature profiles for gravity wave studies between 30
and 70 km has been operational at Davis (69∘N, 78∘E) since 2001 [Klekociuk et al., 2003; Alexander et al., 2011].
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Table 1. Statistics of the Lidar Observations

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total

Observations 2011 11 4 5 7 4 8 4 7 4 6 5 9

Observation hours 185.8 128.8 71.8 121.8 97.0 260.3 124.8 213.0 108.5 183.3 189.0 215.3

Observations 2012 8 3 5 5 95

Observation hours 166.8 108.3 64.8 71.5 2310.3

Finally, in December 2010 the Leibniz Institute of Atmospheric Physics (IAP) iron Doppler lidar was installed
at Davis Station and took data until December 2012 [Lübken et al., 2014]. This lidar was capable of measuring
gravity waves in the iron layer (approximately 80–100 km) and between 30 and 50 km. As distinguished from
all previous lidars in Antarctica, the IAP lidar was operated during a full annual cycle achieving on average
158 observation hours per month. The resulting data set is the largest high-resolution temperature data set
to date. In this work we report on gravity analysis using this data set.

2. Lidar System, Observations, and Analysis

The IAP mobile iron lidar is a mesospheric lidar system designed to probe the Doppler-broadened resonance
line of iron at 386 nm wavelength to measure atmospheric temperature profiles in the MLT region [Lautenbach
and Höffner, 2004]. It uses a frequency-doubled Alexandrite ring laser as light source operating at 33 Hz pulse
repetition rate. Emitted pulse energies are 30 mJ in the UV (386 nm) and 100 mJ in the IR (772 nm). The receiver
comprises a telescope with 80 cm aperture and a narrow field of view of 66 μrad, a double-etalon narrow-
band filter for each of the two wavelengths, and photon detectors operated in single photon counting mode.
Photon count profiles with 25 m vertical resolution are stored for each individual laser pulse. The lidar system
is capable of measuring atmospheric temperatures in full daylight with a typical uncertainty of 1–5 K in the
MLT region (approximately 80–100 km altitude) after 1 h integration and binning to 2 km vertical resolution.
Stratospheric temperatures with 1 km vertical resolution and 1 h integration time are retrieved between 25
and 60 km altitude with typical uncertainties ranging from approximately 7 K at 55 km altitude to less than 2 K
below 40 km altitude. Higher vertical and temporal resolutions are possible for lidar measurements acquired
in darkness.

The lidar system was operated at the Australian Antarctic station Davis (68.58∘S, 77.97∘E) between December
2010 and December 2012 for more than 2600 h. Thus, the lidar measurements form the most extensive
high-resolution middle atmosphere temperature data set available to date. This data set covers a full annual
cycle with approximately equal sampling and is therefore well suited for studying seasonal variations of, e.g.,
temperature and gravity wave activity. Because no lidar observations were acquired in austral winter 2012, we
limited our gravity wave study presented here to the period January 2011 to April 2012. Also, we discarded all
lidar observations shorter than 6 h in order to guarantee sampling of at least one half-period of long-period
inertia gravity waves (the Coriolis parameter for the location of Davis Station is approximately 12.7 h). Monthly
statistics of the resulting subset of lidar observations (2310 h in total) are listed in Table 1. With more than
260 h, the largest number of observation hours per month was achieved in June 2011. This number corre-
sponds to an average of 8.7 h of lidar observations per day or 37% of the total time. Considering the 16 month
period selected for this study, the average observation period per day is 4.8 h or about 20% of the total time.

In this work we characterize gravity waves by wave-induced temperature perturbations T ′ (z, t) and gravity
wave potential energy densities (from now on referred to as GWPED), Ep, defined as

Ep(z) =
1
2

g2

N2 (z, t)

(
T ′ (z, t)
T0 (z, t)

)2

, (1)

where g is the gravitational acceleration, equal to approximately 9.7 m s−2; T0 is the undisturbed background
temperature; and z and t denote altitude and time, respectively. The squared buoyancy frequency N2 is
calculated from temperature profiles using the relation

N2 (z, t) =
g

T0 (z, t)

(
𝜕T0 (z, t)

𝜕z
+

g
cp

)
, (2)

KAIFLER ET AL. GRAVITY WAVE ACTIVITY OVER DAVIS 2

Kaifler et al. 2015

96



Journal of Geophysical Research: Atmospheres 10.1002/2014JD022879

where cp is the specific heat at constant pressure, equal to 1004 J K−1 kg−1. Overbars in equation (1) denote
temporal averages with regard to the duration of the lidar observation of typically 19 h.

Several methods for deriving wave-induced perturbations T ′ (z, t) from the original lidar measurements T (z, t)
have been devised and used in the past. Gerrard et al. [2004] computed background density profiles based
on a third-order polynomial fit to measured atmospheric density profiles. The fit was then subtracted from
the measured profile, and the residuals were low-pass filtered. Finally, the resulting filtered residuals were
added to the fit to form the undisturbed background profile. Yamashita et al. [2009] took a similar approach
except that they used a fifth-order polynomial, while Rauthe et al. [2008] extracted wave-induced tempera-
ture perturbations in the time domain by subtracting the nightly mean from measured profiles. Duck et al.
[2001] and more recently Alexander et al. [2011] determined the background profile from a series of fits with a
third-order polynomial. In contrast to techniques mentioned above, Duck et al. [2001] limited fits to a certain
height window which is shifted vertically in each cycle. The background profile is then obtained by computing
the weighted average of all fits. We consider this method as most reliable for extracting gravity waves given
that the alternatives are generally most sensitive to waves with periods comparable to the averaging period.
For example, subtraction of the nightly mean [e.g., Rauthe et al., 2008] favors waves with periods in the order
of the length of the observations, which range from 3 to 12 h. While in the former case (3 h) extracted gravity
wave perturbations are biased toward short-period waves, disturbances from, e.g., tides and planetary waves
may be falsely identified as gravity waves in the latter case (12 h). The polynomial fit method described in
Duck et al. [2001] does not suffer from this problem because the response function in the range of relevant
gravity wave periods is mostly flat.

Following the approach used by Alexander et al. [2011], we resampled the measured stratospheric tempera-
ture profiles with 2 km vertical resolution. Mean statistical uncertainties of the 1 h × 2 km profiles T (z, t) are
2.8 K at 50 km and 0.5 K at 30 km altitudes. We note that biases in the temperature retrieval resulting from,
e.g., aerosol scattering in the lower stratosphere and inaccuracies in the treatment of the narrowband opti-
cal filters may be larger. These biases are, however, approximately constant over the duration of typical lidar
observations and can therefore be regarded as modification of the background temperature profile. For this
reason, wave-induced temperature perturbation profiles T ′ (z, t) calculated as

T ′ (z, t) = T (z, t) − T0 (z, t) (3)

are not sensitive to biases, and statistical uncertainties (photon noise) are the main error source in the gravity
wave analysis.

To extract the background temperature T0 (z, t) from the observed temperature T (z, t), we employ the
method which is described in detail by Alexander et al. [2011] and Duck et al. [2001]. The following is a short
summary: The observed profile T (z, t) is split into overlapping segments of 20 km vertical extent, where the
lower end of each segment is shifted by 2 km in altitude relative to the previous segment. Next, a third-order
polynomial is fitted to each segment, and T0 (z, t) is calculated as weighted average of all fits. The weights are
distributed as follows: The central four bins of the fitted polynomial are weighted fully, while the contribution
of the lower and upper three bins is smoothly reduced to zero toward the ends of each segment by decreasing
the weights exponentially with an e-folding length of 3 km. This weighting scheme reduces the discontinu-
ities which may arise from the fits wagging at the endpoints. The resulting profile is smoothed by applying a
6 km averaging filter. We call the result the background profile T0 (z, t). Finally, the wave-induced perturbations
T ′ (z, t) are derived by subtracting the background profile from the measured profile (equation (3)).

Although the sensitivity of the wave extraction procedure described above drops significantly for waves
with vertical wavelengths 𝜆z larger than 20 km (a careful analysis is presented in Duck et al. [2001]), T ′ (z, t)
may still contain remains from planetary waves or tides (typical 𝜆z > 30 km). In order to isolate the gravity
wave-induced perturbations, we filter T ′ (z, t) in the vertical domain with a high-pass filter. By choosing a
cutoff wavelength of 20 km, most gravity wave signatures present in T ′ (z, t) are retained while background
effects such as tides are sufficiently suppressed. Changes in T ′ (z, t) caused by filtering are typically in the
order of 10% or less. Note that perturbations are not bandlimited in the time domain. The vertical filtered
T ′ (z, t) were then used to compute GWPED profiles according to equation (1). The overbar in equation (1)
denotes the temporal average over the duration of the lidar observation (typically 19 h). We call this average
the “observational mean” in analogy to the “nightly mean” which is often used in studies based on lidar data
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Figure 1. Illustration of data processing for gravity waves on 15/16 August 2011. (left column) Temperature perturbations in time. (middle column) Hourly
perturbation profiles (black) and mean perturbation profile (red). (right column) Mean gravity wave potential energy density GWPED profile (solid line) and
conservative growth rate (dashed line).

acquired with lidar instruments which are not capable of observing in daylight conditions. In this study we
divided the gravity wave analysis in two sections: First, we analyzed Rayleigh temperature profiles which are
typically retrieved between 25 and 60 km altitude. In a second step we analyzed iron Doppler temperature
measurements between approximately 80 and 100 km. Extraction of GWPED profiles from our mesospheric
temperature data is, however, complicated by the fact that the iron layer shows strong seasonal variations
in layer width and metal density [Gardner et al., 2011]. As the iron lidar can measure iron temperature only
in altitude regions where the iron density is sufficiently high, the upper and lower ends of the temperature
profiles are affected by variations of the iron layer. Especially in summer when the iron density reaches the
annual minimum, the length of the retrieved temperature profile often falls below the minimum of 20 km
required by the gravity wave extraction procedure, and no GWPED profiles can be obtained. For this reason,
in our data set mean GWPED in the summer mesosphere is less reliable than in winter, contrary to statistics of
observation hours (Table 1).

Figure 1 shows gravity wave signatures extracted from 32 h of lidar observations on 15/16 August 2011. In
the stratosphere, large wave amplitudes occurred during the first 4 h followed by a relatively quiet period
from about 1400 UT to midnight. Then gravity wave amplitudes increased again and remained at this level
for the remainder of the observation period. In contrast, no such distinct temporal variation in amplitude
is visible at mesospheric altitudes. The mean vertical wavelength is approximately 9 km in both cases, and
observed wave periods range from 4 to 10 h. Phase progression was predominantly downward, implying
upward transport of energy. As evident from Figure 1 (middle column), hourly perturbation amplitudes range
from approximately 0.5 K in amplitude at 30 km altitude to the maximum of 15 K in 89–94 km altitude (note
the different color scale). Mean perturbation amplitudes are generally about 50% smaller. Typical values are
0.3–2 K in the stratosphere and 3–5 K in the mesosphere.

Figure 1 (right column) shows mean GWPED profiles computed according to equation (1). Note the different
growth rates of T ′ and GWPED. As the energy density is proportional to the square of the perturbation ampli-
tudes, the GWPED increases with height more quickly than T ′. On 15/16 August 2011, the GWPED increased
proportional to exp (z∕H) up to approximately 45 km, where H is the density scale height of the atmosphere.
For reference, the growth rate of the exponential exp (z∕6.8km) is also shown, with H = 6.8 km being a typical
value for the density scale height in the stratosphere. The steady increase in GWPED is indicative of freely prop-
agating gravity waves, while the reduced growth rate observed above 45 km may be associated with wave
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Figure 2. GWPED at (top) 40–50 km altitude and (middle) 30–40 km altitude; (bottom) GWPED ratio. Color indicates the
length of the lidar observation: black: 6–12 h, blue: 12–24 h, green: 24–48 h, and red: >48 h.

breaking. Given the large variability of temperature perturbations, we note that based on the single observa-
tion shown in Figure 1, the observed decrease in GWPED above 45 km may not be significant. However, we
will present seasonal averages which clearly show a significant decrease in section 3.2.

Similar behavior is observed in the mesosphere: The GWPED increases exponentially between 79 and 91 km
altitude, implying conservative wave propagation in this region. Above, the growth rate is distinctly smaller
but still positive. At first glance this seems to be contradictory to the mean temperature perturbation profile
which shows a clear decline above 91 km. However, we need to keep in mind the influence of the background
atmosphere in order to understand propagation of gravity waves. On 15/16 August 2011, the atmosphere
was nearly isothermal between 79 and 91 km, implying a constant buoyancy frequency in this region, while
at higher altitudes the temperature decreased rapidly toward the mesopause at approximately 100 km. The
negative temperature gradient reduces the buoyancy frequency according to equation (2), and this in turn
leads to an increase in GWPED despite decreasing temperature perturbation amplitudes. In the following
sections we use GWPED to analyze and interpret the gravity wave activity over Davis Station.

3. Gravity Wave Activity in the Stratosphere
3.1. Short-Term and Seasonal Variation
Measurements of gravity waves in the stratosphere are typically available between 28 and 50 km. To study
vertical propagation, we divided the altitude range into two altitude regions 30–40 km and 40–50 km.
For each of the two regions we calculated the observational mean assuming a lognormal distribution of
GWPED values.

Figure 2 shows the GWPED for the two altitude regions, each of the dots representing a single lidar observa-
tion. It is evident from this figure that there is significant short-term variability, i.e., from one lidar observation
to the next few days later. On this time scale, GWPED values can vary by as much as half an order of magnitude,
whereas the typical variation is in the order of 100%. It is important to note that this variability is of geophysical
origin and not related to problems with the lidar instrument, as photon noise and other instrumental effects
amount to typical uncertainties in GWPED of less than 10%. Though sampling of single large-amplitude grav-
ity wave may contribute to the variability, we believe that sampling effects are sufficiently reduced as a result
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Table 2. Relative Mean Variability of GWPED, qx , for Two Altitude Regionsa

x (days) 4 6 8 10 20 40

qx 40–50 km (%) 41 38 38 37 39 47

qx 30–40 km (%) 58 56 53 53 57 64
aThe index x specifies the analyzing period in days. See text for details.

of the long observation periods. Even for long-period inertia gravity waves, it is reasonable to expect a mini-
mum of two to three wave maxima and minima within the mean observation period of 24.3 h. This guarantees
realistic estimates of mean T ′. In contrast, short observations of, e.g., less than 6 h may sample only one half
or one third of a wave period leading to underestimates in mean T ′ (GWPED).

To quantify the variability on short time scales, we introduce a quantity termed “mean relative variability”
qx , where the index x specifies the analyzing period. The qx values are computed as follows: A time interval
of x days is formed for each lidar observation centered at the observation time. Next, the mean Ep and the
standard deviation 𝜎Ep

of all observational means within the time interval is computed. Finally, qx is found by

averaging all ratios 𝜎Ep
∕Ep. Results for analyzing periods between 4 and 40 days are listed in Table 2. The most

striking feature is a significant difference in short-term variability in the two altitude regions. For all analyzing
periods up to 40 days, the variability at lower altitudes is larger, e.g., 35% in 40–50 km versus 53% in 30–40 km
altitude. The absolute difference is approximately constant (8 days: 15% and 20 days: 18%), and there is no
significant correlation with the length of the analyzing period.

Comparing qx values at fixed altitudes reveals another interesting characteristic of the short-term variability:
Starting with short analyzing periods, the relative variability decreases with increasing averaging intervals and
reaches a minimum at 8–10 days. For longer periods the variability increases again. Latter increase is mainly
attributed to large-amplitude seasonal variations becoming increasingly dominant over short-term variations,
while the initial decrease is likely a statistical effect. The mean number of observations per 4 day period is 2.2;
i.e., there are only two observations for the majority of the intervals. Such small sample populations introduce
a significant bias in estimates of qx . Hence, we conclude that qx values in the range of 8–10 days represent
the most reliable estimate for characterization of the short-term variability of gravity waves. We tested against
possible influences of the observation length on GWPED estimates by computing correlations. We fist remove
seasonal variations by subtracting the time series smoothed with a 30 day Hann filter from the original time
series. The correlation coefficient obtained from correlating the reduced time series with the length of indi-
vidual observations is found to be 0.005 at 40–50 km and 0.004 at 30–40 km. We conclude that the length of
the observation has negligible influence.

In addition to variations on time scales of few days, the GWPED observations in Figure 2 show also a clear
annual oscillation with low gravity wave activity in austral summer and large GWPED values in austral win-
ter. To study this oscillation in more detail, we computed monthly means for both altitude regions assuming
a lognormal distribution. Figure 3 shows the monthly means as well as the standard deviation of the means.
In the lower altitude band (30–40 km altitude) small GWPED values occur in December and January with
1.0 J/kg and 0.8 J/kg, respectively. The wave activity increases through austral autumn and reaches a first max-
imum in months May–July, followed by a small dip in August. A second maximum of equal height occurs in
September/October before the wave activity falls off again in late austral spring. Maximum GWPED values
were observed in July (5.9 J/kg) and October (5.4 J/kg). By comparison, the local minimum (3.9 J/kg) which
occurs in August is rather distinct though still within standard deviation of the means of the surrounding
months. The seasonal oscillation of the GWPED in the higher-altitude band (40–50 km altitude) is quite sim-
ilar to the lower altitude band. Notable differences include a faster decrease in GWPED at the end of austral
autumn (October and November) and a larger oscillation amplitude. Monthly GWPED values in 40–50 km alti-
tude vary by a factor of 7.6 (peak to valley), while in the lower altitude band with a value of 6.6 the variation
is slightly smaller.

3.2. Seasonal Profiles
In the absence of dissipation, the GWPED grows with height proportional to exp (z∕H). Measured GWPED
profiles matching this conservative growth rate are therefore indicative of freely propagating (conservative)
waves. The reverse is, however, not necessarily true, namely, that a nonconservative growth rate implies
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Figure 3. Seasonal variation of GWPED at 30–40 km (solid line) and
40–50 km (dashed line). Vertical bars mark the standard deviation of
the mean.

energy dissipation. Under certain atmo-
spheric conditions gravity waves can be
refracted in “atmospheric waveguides”
[Fritts and Yuan, 1989]. While gravity waves
may propagate freely inside these waveg-
uides, the GWPED profile decreases directly
above the waveguide.

In order to study the vertical propagation
of gravity waves as well as seasonal varia-
tions, we split our data set into four parts:
summer (months January and February,
26 observations), autumn (months March
and April, 22 observations), winter (months
May–August, 23 observations), and re-
maining months (September–December)
designated “transition period.” The break-
down of the Antarctic vortex falls in the
latter period. Because gravity wave prop-
agation is strongly influenced by the
breakdown of the vortex, we discuss the
transition period in detail in the section 5.

For the remaining three seasons we computed seasonal averages and estimates of the variability defined
as the standard deviation of the mean. Figure 4 shows the resulting profiles. The summer profile clearly
indicates conservative wave propagation up to approximately 43 km altitude. This suggests that nearly
all wave energy is carried up to this level with no or very little dissipation between 29 and 43 km. Above,
the GWPED profile deviates slightly from the conservative growth rate, resulting in approximately 10%
loss in GWPED at 51 km altitude. The winter profile shows characteristics similar to the summer profile.
Conservative wave propagation is observed between 29 and 41 km, followed by rapidly decreasing growth
rates above. At 49 km altitude, gravity waves have lost more than half of their potential energy density.
Note that the seasonal variation in atmospheric temperature causes modulation of the density scale
height. In winter, the temperature in the region of interest is on average 29 K lower than in summer.

Figure 4. Vertical GWPED profiles for summer (red), autumn (orange),
and winter (blue). Horizontal lines mark the standard deviation of the
mean. For comparison conservative growth rates are also shown
(dashed lines). Profiles marked by green crosses are taken from
Alexander et al. [2011].

This temperature difference translates
into a 13% decrease in scale height and
hence larger conservative growth rates.
The autumn GWPED profile may be con-
sidered as mixed state in between the
summer profile and the winter profile. The
bottom part of the profile follows approxi-
mately the conservative growth rate, while
above 37 km altitude the profile converges
toward the summer profile. Values above
45 km altitude are not shown because of
large statistical uncertainties caused by
low lidar return signal in March/April 2012.

4. Gravity Wave Activity in the
Mesosphere

Figure 5 shows monthly and seasonal
mean GWPED profiles extracted from
mesospheric temperature measurements.
The vertical extent of the profiles follows
closely the seasonal variation of the iron
density, the largest extent of the iron layer
occurring in winter. In addition to seasonal
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Figure 5. (left) Monthly GWPED profiles observed by the iron lidar at Davis. The number of observation per month is written below the figure. (right) Seasonal
profiles with standard errors (horizontal bars). The dashed line shows the expected growth rate for conservative waves in winter scaled to the observed value at
79 km altitude.

variations, there is a substantial day-to-day variability in iron density which defines the altitude range of

retrieved temperature profiles. Other prominent sources of variability include, e.g., tides and the solar effect

on the layer bottom side [Yu et al., 2012]. The variability described above results in retrieved tempera-

ture/GWPED profiles which vary in vertical extent from one profile to the next. Therefore, when calculating

monthly mean profiles, the number of GWPED values per altitude bin may vary substantially. In order to make

sure that calculated means are representative, we disregarded all data (altitude bins) where the number of

observational means for a given month and altitude is less than half the maximum number for this month.

Vertical GWPED profiles in the MLT region remain well below the growth rate of conservatively propagating

waves. The slopes of all three seasonal profiles in Figure 5 are roughly identical and indicate energy loss rates in

the order of 80% per 10 km. We note that due to reasons given in section 2, the summer profile shows greater

fluctuations, and we therefore refrain from quantitative analysis. Largest GWPED values occur in the summer

months (January and February), whereas minimum values are observed in autumn (March and April). Values

for December are unusual because the GWPED shows a local maximum at about 87 km altitude followed by

Figure 6. Seasonal variation of GWPED in the stratosphere and
mesosphere. Vertical bars mark the standard deviation of the mean.
Note that in winter (months May–October) values are strongly
correlated.

a minimum at 94 km before the GWPED

increases again further up. This profile

may suggest very localized wave breaking

confined to the mesopause region (about

90 km). However, there is no statistical evi-

dence for such a conclusion, given the

fact that the December profile comprises

two observational means only.

Figure 6 shows the vertical average

of monthly means. For comparison,

we added the stratospheric GWPED

retrieved in section 3.1. Interestingly,

there appears to be a strong correlation

between GWPED in the stratosphere and

mesosphere as the GWPED averaged

in 85–95 km shows the same double-

humped structure in winter. Unlike the

stratosphere, however, there is a nar-

rower but larger secondary maximum in
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Figure 7. Zonal wind structure above Davis Station in 2011. Data are taken from the ECMWF operational analysis.

summer. The peak in January with 104 J/kg is about 50% larger than average GWPED values in winter
(68 J/kg). A third maximum in March (62 J/kg) is statistically not significant.

5. Gravity Wave Filtering

At high polar latitudes the probability of gravity waves penetrating into the winter stratosphere is significantly
enhanced due to the strong polar night jet which facilitates westward propagating gravity waves. Figure 7
shows the vertical structure of the zonal wind for the location of Davis Station data taken from European Cen-
tre for Medium-Range Weather Forecasts (ECMWF) operational analysis. A westerly circulation develops in the
stratosphere in autumn and strengthens over the winter months, reaching wind speeds of more than 80 m/s
in the upper stratosphere. This jet blocks all eastward propagating waves with the exception of waves with
very large phase speeds, while westward propagating waves can reach the stratopause without hindrance.
With the breakdown of the polar vortex at the end of winter, the zonal wind speed reverses. Now the path is
open for eastward propagating waves while westward propagating waves are blocked. This selective filter-
ing of gravity waves is symmetric to the winter case with regard to the direction of propagation. However, in
the lower stratosphere the wind speed remains slightly positive throughout the summer months. As a conse-
quence, waves with lower phase speeds are blocked in the summer stratosphere regardless of the direction
of propagation. Because most gravity waves excited in the troposphere are expected to have small phase
speeds, stratospheric GWPED in summer is also expected to be much smaller than in winter although conser-
vative propagation of waves in the upper stratosphere may be observed in both cases. This interpretation is
supported by measured GWPED profiles discussed in the previous section.

We want to study the relation between zonal wind speed and gravity wave propagation in more detail. First,
we identified regions where filtering of waves with small phase speeds is expected, i.e., regions with small
zonal wind speeds. For this purpose we computed daily mean profiles from ECMWF model data and selected
all altitude ranges with |u| < 2 m/s. These ranges are marked in blue color in Figure 8. It is evident from this
figure that the region where the wind reverses is progressing downward, starting at 60 km in late October
and reaching approximately 25 km in December. In contrast, the second reversal in February occurs nearly
instantaneously at all altitudes. Next, we computed 14 day mean GWPED profiles also shown in Figure 8. We
note that due to the short averaging period, GWPED profiles are more noisy in comparison to seasonal profiles
(Figure 4). However, general characteristics can still be identified. Approximately conservative wave propaga-
tion is evident in the two profiles in October up to shortly below the region of wind reversal. In November,
the region moves into the altitude range where the lidar can measure GWPED, and loss of GWPED becomes
more apparent. The “bulge” visible in the second November profile coincides with the location of the wind
reversal. Wind filtering is even more clear in the first profile in December. The GWPED decreases strongly up
to the blue shaded region, and free propagation of waves which pass through the reversal zone is observed
above. In January, the region drops below the observing range of the lidar; i.e., only remaining waves with high
phase speeds are visible. Because low-speed waves are filtered at the lowest altitude with low wind speed,
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Figure 8. Interaction of gravity waves with the background wind. Blue shaded areas mark altitude ranges with|u| < 2 m/s (ECMWF data). Red lines show 14 day mean GWPED profiles measured by lidar. Note the strong reduction in
GWPED just below the blue shaded areas in November and December.

free propagation of waves is observed throughout February even though the wind reversal zone extends over
the whole observing range.

We developed a simplistic gravity wave propagation model to obtain quantitative estimates for wind filtering
of gravity waves over Davis Station. In this model, waves with a given GWPED distribution in phase speed
space are launched at the 12 km level and propagate upward. It is important to note that the total GWPED
per unit phase speed is the primary quantity here, and we do not make any assumptions of how this energy is
distributed over multiple waves with equal phase speed. In fact, we chose the energy associated with waves
with a certain phase speed to be carried by a single “model wave.” On first sight this seems to be a rather
crude oversimplification because it is well known that the more waves are present, the more energy can be
carried. However, as we are only interested in the total GWPED as function of altitude, it makes no difference
whether the GWPED is distributed between few high-energy waves or many low-energy waves. To model the
phase speed spectrum of gravity waves, we used a Gaussian ∝ exp

(
−c2∕𝜎2

)
, where c is the phase speed and

𝜎 = 8 m/s. For reasons of simplicity, we assume a constant launch spectrum which does not vary over time.
The spectrum in the range of −40 m/s to 40 m/s is partitioned into 100 bins approximately 0.8 m/s wide, and
the fractional GWPED in each bin is represented by a single model wave. These 100 waves then propagate
upward in vertical steps of 1 km. Wind filtering of waves is modeled by comparing in each step the phase
speed of the waves with the zonal wind speed u extracted from ECMWF data. Waves are assumed to propagate
freely if |c − u| ≥ 5 m/s. In this case, the fractional GWPED is multiplied according to the conservative growth
rate proportional exp (z∕H), which evaluates to 1.145 for a 1 km interval. Conversely, waves are assumed to
be close to a critical level if |c − u| < 5 m/s. Dissipation of energy is modeled by reducing the multiplication
factor in three steps as listed in Table 3. We determined these factors empirically with the goal to achieving a
best fit to our measurement data. By not eliminating the wave entirely, e.g., setting the multiplication factor
to zero, we allow for a nonzero probability that some waves can penetrate through the critical level. These
waves may in the real atmosphere originate from secondary gravity waves, come from outside the model
domain, or simply represent limitations of the model, e.g., not taking into account wave-wave interactions.
In a last step we integrated the modeled GWPED spectrum over phase speed at each altitude to produce
a GWPED profile similar to lidar measurements. The resulting integrated profile must be scaled properly in
order to convert arbitrary energy units used in model calculations to the GWPED unit J/kg. The scaling factor

Table 3. Multiplication Factors Used in the Simplistic Gravity Wave Propagation Model

Condition Multiplication Factor

|c − u| ≥ 5 m/s 1.156

2 m/s ≤ |c − u| < 5 m/s 1.000

1 m/s ≤ |c − u| < 2 m/s 0.500

|c − u| < 1 m/s 0.100

KAIFLER ET AL. GRAVITY WAVE ACTIVITY OVER DAVIS 10

Kaifler et al. 2015

104



Journal of Geophysical Research: Atmospheres 10.1002/2014JD022879

a) b) c)

Figure 9. (a) Observed (black) and modeled monthly mean GWPED profile (red) for November 2011. Horizontal bars mark the standard deviation of the mean.
The dashed line shows the conservative growth rate. (b) Same as Figure 9a but for December 2011. (c) Annual oscillation of the GWPED in 30–40 km (solid lines)
and 40–50 km altitude (dashed lines).

is found by comparing the annual oscillation in GWPED observed by lidar with model results. Note that the
very same scaling factor is applied to all model data.

Figure 9 shows model results as well as corresponding lidar observations. It is evident from this figure that the
model reproduces the approximate altitude regions where filtering of waves takes place, i.e., altitudes where
GWPED profiles deviate from the conservative growth rate. Also, total dissipation in the model matches the
observations in December (Figure 9b) quite well, and energy densities at 25 km altitude and above 37 km alti-
tude agree within one standard deviation. In November (Figure 9a) the total dissipation is underestimated by
approximately 50%. However, large uncertainty estimates of measured GWPED below 32 km make dissipation
estimates unreliable. A good agreement between observations and model is found for altitudes above 34 km.
Figure 9c shows observed and modeled annual oscillations in GWPED. Significant seasonal variations are cap-
tured by the model. In particular, the double-humped structure of the winter maximum is reproduced for both
altitude ranges, although in model data the local minimum in July precedes the observations by 1 month. We
note that in late summer/autumn (months February–April) the GWPED in our model increases much faster
compared to observations. On the other hand, the sharp decrease in GWPED caused by the breakdown of the
polar vortex is well reproduced.

6. Discussion

The gravity wave measurements in the stratosphere obtained by the IAP iron lidar can be compared with
results from other instruments on the Antarctic continent. GWPED measurements in the Antarctic region have
been published in several recent studies. The study by Alexander et al. [2011] is based on 839 h of Rayleigh lidar
measurements at Davis Station acquired during the winters of March–October 2007 and March–September
2008. The instrument was colocated with our lidar, and the results are thus predestined for comparisons.
Yamashita et al. [2009] discuss GWPED measured by an iron Boltzmann lidar at Rothera (67.5∘S, 68.0∘W) and
at the South Pole. This is so far the only previous lidar-based study which covers all 12 months throughout a
year. Because of 24 h of daylight, lidar observations in polar summer are, in general, difficult and require spe-
cial narrowband optical filter. From December 2002 to March 2005 the Boltzmann lidar was located at Rothera
and operated for 507 h [Yamashita et al., 2009]. The second group of GWPED measurements are based on
radiosonde soundings. Moffat-Griffin et al. [2011] analyzed an 8 year series of 965 soundings over Rothera and
published a gravity wave climatology. Yoshiki et al. [2004] show GWPED results from twice daily soundings
over Syowa Station (69.0∘S, 39.6∘E) for the time frame February 1997 to January 1999.

Vertical GWPED profiles published by Alexander et al. [2011] are shown in Figure 4. Given that the lidar obser-
vations were carried out before the IAP iron lidar was installed at Davis and therefore do not overlap in time
with our measurements, differences between the two winter profiles are surprisingly small. In fact, variations
between our results and the GWPED profile published by Alexander et al. [2011] amount to less than 5% for
altitudes below 47 km. Differences in the autumn profiles are slightly larger (approximately 20%). The largest
part of these differences can be attributed to a horizontal shift of the two profiles. Because there are rela-
tively few measurement hours in March, our autumn GWPED profile is likely biased toward the winter state,
i.e., the profile is shifted toward larger values. Taking this bias into account, again there is a surprisingly good
agreement between our results and the lidar measurements collected 4 years earlier.
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a) b)

Figure 10. (a) Seasonal variations of monthly mean GWPED at Davis: black: 30–40 km (this work) and green: 37 km
[from Alexander et al., 2011]. Rothera: red: 30–45 km [from Yamashita et al., 2009] and blue: 15–22 km [from
Moffat-Griffin et al., 2011]. Syowa: gray: 20–22 km [from Yoshiki et al., 2004]. (b) Same as Figure 10a with maxima of
traces scaled to unity. See text for details.

In order to compare seasonal variations in GWPED with our results, we digitized and processed data pub-
lished in previous studies. The processing was done as follows: First, we computed monthly means from daily
[Alexander et al., 2011] and weekly averages [Yamashita et al., 2009]. In the case of Yoshiki et al. [2004] we
computed monthly means from the digitized time series. Figure 10a shows the resulting climatologies. While
lidars generally observe stratospheric gravity waves in the range 30–50 km, radiosonde soundings are limited
to much lower altitudes. To compare the different observations in terms of seasonal variations, in a second
step we removed the altitude dependence of the GWPED (the GWPED grows approximately exponentially
with altitude) by scaling each trace such that the maximum equals unity. The normalized traces (Figure 10b)
show several interesting features: (1) The annual oscillations of the GWPED in the upper stratosphere at Davis
and Rothera (black and red line) are almost identical with same values in summer and similar peak values in
winter. (2) All observations show a double-humped structure with a dip around midwinter. At Rothera and
Syowa the dip occurs earlier (June/July) than at Davis (August). (3) In the lower stratosphere the first winter
maximum is smaller than the second maximum (gray and blue lines), while maxima of equal height are
observed in the upper stratosphere (black and red lines). Also, the summer/winter and winter/summer
transitions are more gradual in the lower stratosphere.

Quantitative comparisons are often hindered by research groups using different analysis and gravity wave
extraction techniques or simply by publishing results which are averaged over different altitude ranges.
Nonetheless, our GWPED measurements are comparable in magnitude and show generally the same seasonal
variations. Minimum gravity wave activity occurs in January which is in agreement with the Syowa and Rothera
radiosonde measurements. Only the Rothera lidar-based data set shows a minimum in February, 1 month
later than the other data sets. The good agreement between the data sets is even more surprising given that
data were recorded in different years. This suggests very stable atmospheric conditions in summer with lit-
tle year-to-year variation and similar gravity wave transmission characteristics across the Antarctic continent.
Davis (78∘E) and Rothera (68∘W) are nearly opposite to each other with respect to the South Pole. Moreover, all
data sets show a rapid decrease in GWPED correlated with the breakdown of the polar vortex in months Octo-
ber and November. In accordance with the reversal of the zonal wind progressing downward during these
months, the decrease in GWPED happens faster for lidar-based measurements in the upper stratosphere.
Radiosonde-based observations show a more gradual decrease because radiosondes are limited to the lower
stratosphere and are thus farther away from the wind speed maximum of the polar jet.

The relative constancy of the circulation in the Antarctic and the small interannual variability in GWPED found
in this study are characteristics of the Southern Hemisphere. By contrast, the circulation in the Arctic is much
more variable. In winter, the abrupt deceleration of the zonal wind associated with sudden stratospheric
warmings can even cause reversal of the mean flow [Matsuno, 1971]. Such drastic changes to the wind field
and thermal structure affect the generation and propagation of gravity waves. As a result, at northern middle
to high latitudes gravity wave activity shows a significant interannual variability. For example, Thurairajah et al.
[2010] report for three consecutive winter seasons (Chatanika; 65∘N, 147∘W) average stratospheric GWPED
values 2.1 J/kg, 1.1 J/kg, and 5.7 J/kg. Interannual variability of approximately half an order of magnitude is
also evident in long-term lidar observations at Esrange (68∘N, 21∘E) [Ehard et al., 2014]. Differences in gravity
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wave activity between the Northern and Southern Hemispheres are also likely candidates to explain observed
interhemispheric differences in polar mesospheric summer echoes and noctilucent clouds [Morris et al., 2009;
Kaifler et al., 2013].

We studied the influence of the polar jet on gravity wave propagation based on a very simplistic model in
section 5. Despite all the obvious shortcomings and oversimplifications, the GWPED climatology produced
by the model agrees surprisingly well with our lidar observations. This leads us to the conclusion that major
seasonal variations in gravity wave activity are caused by filtering of waves in the lower stratosphere. More
specifically, we postulate that the gravity wave flux observed in the middle atmosphere is largely indepen-
dent of variations in the tropospheric source region or modulations of the strength and characteristics of the
sources. Tropospheric sources may emit waves with different spectral characteristics. However, most of this
variability is lost once waves pass through the lower stratosphere which acts as a selective filter. The spectral
shape of the sources is thus less significant as long as the sources are on average spectrally broad enough to
cover the passband of the stratospheric filter. This insensitivity to spectral characteristics is the main reason
the simplistic model works so well in reproducing the observed seasonal oscillation in GWPED.

Modulation of gravity wave activity by winds has been investigated in previous studies [Wilson et al., 1991;
Thurairajah et al., 2010]. Wilson et al. [1991] noted the correlation between gravity wave energies and wind
speed. They concluded that the atmosphere could act as a selective filter for gravity waves and the filtering
process could induce a seasonal variability in gravity wave activity in the middle atmosphere. The work by
Wilson et al. [1991] is based on lidar observations at a midlatitude site. For Davis, the selective filtering of waves
plays an even more important role because Davis is at high latitudes and thus closer to the wind speed max-
imum of the polar jet. The upper stratosphere over Davis in winter as well as in summer is characterized by
zonal wind speeds increasing with altitude (see Figure 7). Gravity waves with small phase speeds are thus far
from encountering critical levels in this region. Filtering of waves takes place predominantly in the tropopause
region where wind speeds are lowest. Consequently, low-speed waves which penetrate into the upper strato-
sphere in winter or summer are likely to propagate freely until the wave spectrum becomes saturated and
wave breaking sets in. Alexander et al. [2011] published evidence for conservative wave propagation over
Davis in winter between 35 and 39 km altitude. Our measurements confirm GWPED growth rates which are
compatible with free wave propagation between 29 and 40 km (Figure 4). Moreover, excellent agreement is
found between the two data sets in the overlapping region (39–49 km), and both data sets show first signs
of wave breaking around 42 km. This suggests very little year-to-year variation in gravity wave activity in the
winter upper stratosphere, given that measurements were carried out in different years. Consequently, we
conclude that either variability of gravity wave sources is also small in winter or this variability is effectively
removed by selective filtering of gravity waves in the lower stratosphere/upper troposphere.

Since our lidar data cover two summer seasons, we can use the large number of observations (590 obser-
vation hours in total) to estimate the precision of our summer GWPED profile. Assuming conservative wave
propagation between 29 and 43 km, GWPED grows proportional to exp(z∕h). Fitting this exponential to our
data yields a goodness of fit 𝜒2 value which summarizes the discrepancy between our data and the model
(exponential growth). Using the standard deviation of the mean as uncertainty estimate yields 𝜒2 = 0.24.
This suggests that the standard deviation of the mean overestimates the true uncertainty of the mean. One
likely explanation is non-Gaussian distributed natural variability in gravity wave activity. Only if we reduced
the uncertainty estimates by a factor 4.3 we were able to achieve a 𝜒

2 value of close to unity. This translates
to a true relative uncertainty in our summer GWPED profile of less than 2.7%. In other words, our measure-
ments are compatible with a constant GWPED growth rate indicative of conservative wave propagation if we
assume measurement uncertainties as small as 2.7%. Note that this value applies only to the summer mean
profile. Uncertainties of individual observational means are generally larger.

Even though waves start to break near the stratopause, temperature perturbation amplitudes generally
increase with height throughout the upper stratosphere and mesosphere. This assumption appears to be valid
also for individual waves in a partitioned phase speed spectrum. In section 5 we discussed the influence of the
zonal wind on filtering selectively gravity waves with certain phase speeds. As we cannot measure the phase
speed of waves directly, we rely on the GWPED as diagnostic tool. We showed in Figure 8 that the GWPED is
strongly reduced in regions of heights where the zonal wind speed is close to zero. The correlation suggests
filtering of waves with small phase speeds in these regions because waves removed from the phase speed
spectrum do not contribute to the GWPED anymore. This has important consequences for the gravity wave
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flux in the stratosphere as well as in the mesosphere. In the absence of additional wave sources and nonlinear
wave-wave interactions, gaps once created in the phase speed spectrum persist all the way up through the
atmosphere. As a result, selective filtering of gravity waves in the lower stratosphere reduces the wave flux
(GWPED) not only in the upper stratosphere but also in the mesosphere. The vertical coupling is clearly visible
in Figure 6. During winter months June–October GWPED values in the stratosphere are strongly correlated
with those in the mesosphere. In particular, the dips in August are comparable in magnitude. The dip separat-
ing the two winter peaks also appears in our model results (Figure 9) although shifted by 1 month. Inspection
of the ECMWF zonal wind data reveals that the reduction in GWPED results from selective filtering of gravity
waves near the tropopause level. Most likely, this is also the case for the measurement data showing the dip
in August. Thus, the combination of model results and lidar observations demonstrates that the gravity wave
flux (GWPED) in the MLT region is effectively controlled by the structure of the zonal wind in the tropopause
region and lower stratosphere. In summer the situation is more complicated. Fluctuations in wind speed also
likely modulate the wave flux. However, the modulation has little effect on the MLT region because the zonal
wind reverses in the stratosphere, thus blocking all gravity waves with small phase speeds. According to this,
the GWPED peak in summer must result from waves with larger phase speeds which penetrate through the
stratosphere mostly unaffected. The result is a characteristic semiannual oscillation previously reported by
Hoffmann et al. [2010]. One notable exception is the smaller peak in March. Studying the structure of the zonal
wind reveals a short period in the beginning of March which is characterized by low positive wind speeds
throughout the stratosphere and lower mesosphere. The contour lines in Figure 7 run almost vertically dur-
ing this period. Consequently, gravity waves with small phase speeds are able to propagate deeply into the
mesosphere, while before and after this period these waves are filtered. The increased wave flux reaching
the MLT region causes the GWPED enhancement in March which is not seen in the stratosphere. Dowdy et al.
[2007] published a gravity wave climatology for the Davis MLT region based on multiyear MF radar observa-
tions. Because the climatology does not show any enhancement in the relevant period, we conclude that the
GWPED peak in March is most likely the result of sporadic events which do not occur every year.

7. Summary and Conclusion

In this work, we analyze lidar observations made at the Antarctic research station Davis for gravity waves. We
use the gravity wave potential energy density (GWPED) as proxy for wave activity and study vertical prop-
agation of waves as well as selective filtering of waves due to critical levels caused by the structure of the
zonal wind.

We find a clear annual oscillation in gravity wave activity showing a broad double maximum in winter. The
seasonal variation is similar in both the midstratosphere (30–40 km) and the upper mesosphere (85–95 km).
Variations in gravity wave activity in the stratosphere are correlated with zonal wind and can be modeled as
variations due to critical layer filtering by the wind. The seasonal behavior in gravity wave activity is remarkably
similar across the Antarctic continent. Interannual variations are smaller than in the Northern Hemisphere.

The correlation between gravity wave activity in the stratosphere and upper mesosphere suggest that the
wavefield in the mesosphere is dominated by waves propagating from below. In comparing model results
with observations we find that most of the wave filtering takes place in the lower stratosphere; i.e., the wind
field in the lower stratosphere essentially controls the gravity wave flux in the upper mesosphere.

The extensive lidar data set will enable more detailed investigations of gravity wave parameters in the strato-
sphere as well as the mesosphere. Such studies will be important for understanding deep gravity wave
propagation and effects resulting from the coupling between the troposphere, stratosphere, mesosphere,
and lower thermosphere. The studies may also contribute to the understanding of gravity wave-related
phenomenon such as structures in polar mesospheric clouds and the occurrence of polar mesospheric
summer echoes.
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a b s t r a c t

A significant inter-annual decrease in polar mesosphere ice-particles, i.e., PMSE and PMC, during 2010–

2011 is compared with earlier austral summers, in particular with 2009–2010. The first IAP iron lidar

temperature measurement at Davis (68.61S), Antarctica from 14 December 2010 are used to assess

thermal effects of atmospheric processes on the mesopause region. We report low average tempera-

tures of �125 K measured by Fe-lidar near 90 km when the PMSE season commenced, whereas

temperatures were warmer in 2010–2011 compared to 2009–2010 at altitudes where PMSE normally

occur (around 86 km). Summer mesopause region temperature anomalies are derived using Aura MLS

records. We reveal that the late break-down of the Antarctic stratospheric polar vortex on 5 January

2010, coupled with enhanced early summer mesospheric zonal wind field, provide a barrier to upward

propagation of atmospheric gravity waves to be the main mechanism for the observed warm early

summer season below the mesopause. The mesopause in 2010–2011 was unusually high and cold. We

conclude that the timing of the annual break-down of the southern polar stratospheric vortex as

manifest in zonal winds at 30 hPa impacts mesosphere temperature and ice-particle formation early in

the austral summer.

Crown Copyright & 2012 Published by Elsevier Ltd. All rights reserved.

1. Introduction

Summer polar mesosphere ice-particles provide important
information regarding the thermal, dynamical and chemical state
of the environment adjacent the mesopause region (78–94 km).
They cause strong radar echoes called ‘polar mesosphere summer
echoes’ (PMSE) which are theoretically well understood (see Rapp
and Lübken, 2004). Initial investigation focussed extensively on
the Northern Hemisphere (NH) observations of PMSE using MST
radar, and ‘polar mesospheric clouds’ (PMC) using lidar and
space-borne optical instrumentation (although historically called
noctilucent clouds (NLC) based on ground visual and photo-
graphic observations). Recent observational knowledge of South-
ern Hemisphere (SH) PMSE (Morris et al., 2007; Kirkwood et al.,
2007; Latteck et al., 2007) and PMC (Klekociuk et al., 2008) and
temperature (Lübken et al., 2004) canvassed similarities and
differences between their northern counterparts.

Latteck et al. (2007) revealed a lower peak volume reflectivity
at Davis (Z�3.7�10�11 m�1) compared with Andenes (Z�6.8�

10�10 m�1). Whilst Kirkwood et al. (2007) reported similar volume
reflectivity at Wasa (731S) and Kiruna (681N), where Z�6�
10�14 m�1 for 2007 toward the end of the PMSE season (observa-
tions were not available for the start of the SH summer). Morris et al.
(2009a) reported that Davis PMSE had lower occurrence rates and
strength compared with Andenes, and attributed this to warmer
mesopause region temperatures in the SH based on Aura/MLS
records. Further these authors concluded that PMSE at the latitude
of Davis were more variable and near the margin of existence, being
affected by atmospheric perturbations more than their equivalent
latitude NH counterpart. Similarly, Bailey et al. (2005) reported an
inter-hemispheric difference in PMC characteristics and later pro-
vided evidence that SH PMC exhibit larger variability (Bailey et al.,
2007). Kirkwood et al. (2008) showed that for some austral summers
the centroid altitude of PMSE at two SH locations, Davis and Wasa
early in the season were elevated by several kilometres as a
consequence of atmospheric dynamics, unlike at two NH locations,
Andenes and Kiruna where the PMSE centroid altitude remains
relatively constant. Additionally the Leibniz-Institute Middle Atmo-
sphere Ice model (LIMA) showed differences in ice clouds in the NH
and SH (Lübken and Berger, 2007, 2011). Hence, in general inter-
hemisphere studies reveal SH PMSE and PMC to be more variable in
their seasonal occurrence distribution, start date and early season
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onset altitude, in comparison to more stable and predictable NH
equivalent parameters.

Interestingly in the context of our findings, the initial SH
observations of PMSE at Machu Picchu (62.11S) exhibited con-
siderable seasonal variability in occurrence rates: no PMSE during
January–February 1994 (Balsley et al., 1993); limited PMSE during
January–February 1995 (Woodman et al., 1999); and frequent
PMSE during 1997–1998 (and at Artigas �621S) during 2000–
2001 (Sarango et al., 2003).

In this paper we report a significant reduction in the occur-
rence of PMSE (and PMC) observed at Davis during the austral
summer of 2010–2011 compared to the high occurrence rate for
2009–2010. The Davis observations are consistent with low
occurrence rates of PMC detected by the Aeronomy of Ice in the
Mesosphere (AIM) satellite for the 2010–2011 austral summer
(personnel communications with Gary Thomas) and for 2007–
2008 and 2008–2009 (Karlsson et al., 2011), and Odin (Gumbel
and Karlsson, 2011). Finally we examine the linkage between
PMSE characteristics and the late break-down of the southern
polar stratospheric vortex in the context of the Canadian Middle
Atmosphere Model (CMAM) account of a similar reduction in PMC
observed from satellite (Karlsson et al., 2011).

2. Experiment

We present a comparison of PMSE characteristics in the SH
between the austral summers 2009–2010 and 2010–2011 using
measurements by calibrated mesosphere–stratosphere–tropo-
sphere (MST) radar (Morris et al., 2006) at Davis, Antarctica
(68.61S). The mesosphere zonal wind field was derived using
collocated MF radar observations (Morris et al., 2006). Mesopause
region temperature anomalies were derived from Aura Micro-
wave Limb Sounder (MLS) version 3.3 data (Schwartz et al., 2008).
The Leibniz-Institute of Atmospheric Physics, Germany mobile
scanning Fe-lidar was commissioned at Davis in November 2010
to measure mesospheric Doppler temperatures, vertical winds
and PMC (Höffner and Lautenbach, 2009).

The Fe-lidar measured mesospheric Doppler temperatures and
vertical winds by scanning the iron resonance line at 386 nm
during the 2010–2011 austral summer. Daylight measurements
utilise a 2 pm double etalon with high transmission and a small
field-of-view of 65 mrad. The unique combination of high iron
number density, low backscatter coefficient and narrow atomic
line, together with atmospheric properties and specific instru-
mental capabilities allow daylight measurements with high
signal-to-background (Höffner and Lautenbach, 2009). The low
background enhances the Fe-lidar sensitivity for detection of
PMC. Note that PMC are distinguished from the iron signal by
its spectral signature in the backscattered signal. Secondly the
fundamental wavelength at 772 nm of the frequency doubled
alexandrite ring laser is used as an independent PMC/aerosol
lidar. The AAD Rayleigh lidar (Klekociuk et al., 2008) was not
operational during the 2010–2011 austral summer.

3. Observations

3.1. Ice particle measurements

A significant reduction in PMSE was observed at Davis during
the austral summer of 2010–2011 compared to 2009–2010 as
shown in Fig. 1. The PMSE season started on 1 December 2010
some 12 days later than the previous summer on 19 November
2009. Also the PMSE season ended on 17 February 2011 some 6
days earlier than the previous season on 23 February 2010. The

PMSE image plots of height versus time show the obvious
difference in occurrence and intensity (signal-to-noise ratio
(SNR) or volume reflectivity) between the two austral summers
(Fig. 1a, b). From the PMSE seasonal occurrence histograms for
SNR47 dB, shown in Fig. 1c, we estimate an overall reduction of
59% in season occurrence (based on hourly—300 m bins in the
altitude range 80–94 km) between 2009–2010 (blue) and 2010–
2011 (red). Major PMSE occurrence rate reductions were evident
at the start and end of the 2010–2011 season, although more
comparable if not marginally higher than the 2009–2010 season
from the solstice to early January 2011, although several minima
in occurrence were evident particularly in January.

The centroid altitude of PMSE onset was also higher than the
previous summer and the highest since 2004–2005 when austral
summer observations became routine at Davis. There is typically
more inter-annual variability with the PMSE during the early part
of the season; onset, height of layer, and intensity in the SH
compared with stable characteristics in the NH at 691S (Kirkwood
et al., 2008). However, the 2010–2011 PMSE season revealed a
late start, higher initial layer at lower intensity, and significantly
lower occurrence rates, compared to the previous 6 summers at
Davis. Furthermore, a significant reduction in lidar observation
mean probability of PMC detection in a season (PMC hours/
observation hours or %) also occurred during 2010–2011 (3.5/
321.6 or 1.1% between 18 December 2010 and 8 February 2011 on
the Fe-lidar) compared with 2009–2010 (51.7/266.2 or 19.4%
between 22 November 2009 and 28 February 2010 on the AAD
Rayleigh lidar) austral summer.

Fig. 1. Season contour images of PMSE intensity (SNR and volume reflectivity)

versus altitude for 2009–2010 (a), and 2010–2011 (b). The white lines correspond

to data gaps. (c) Seasonal percentage occurrence rates of PMSE versus month for

both 2009–2010 (blue) and 2010–2011 (red). We count an event for PMSE

occurrence in each 300 m�1 h spatiotemporal bin in the altitude range 80–

94 km for SNR47 dB. (For interpretation of the references to colour in this figure

legend, the reader is referred to the web version of this article.)
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3.2. Temperature measurements

Previous SH studies revealed that the contour of T–Tf (Tf is the
frost point temperature) estimated from Aura MLS measurements
(Schwartz et al., 2008) were remarkably similar in structure to the
height versus time contour of PMSE (Morris et al., 2007, 2009a).
The 2009–2010 and 2010–2011 austral summer Aura MLS meso-
pause region temperatures (not shown) reveal similar spatial and
temporal contours to those of PMSE shown in Fig. 1. To place the
2009–2010 and 2010–2011 temperatures in perspective with
recent climatology, we have shown the zonal mean temperature
anomaly from Aura MLS (version 3.3 data) for the 51 latitude band
centred on Davis (691S) in Fig. 2. The anomaly temperature is
obtained by subtracting the daily mean temperature for the
austral summers 2004–2009 from the daily mean temperature
of the 2009–2010 (Fig. 2a) and 2010–2011 (Fig. 2b) austral
summers. The double hatching shows values at minima and
maxima, and single hatching is for values exceeding the 9th
decile. We have shown the relevant cold-point mesopause loca-
tion of the climatology (white line) and the reference seasons
(black line). Additionally, in Fig. 2c we provide the absolute MLS
temperature time-series averaged for the altitude range 86–
90 km for the reference years 2009–2010 (blue) and 2010–2011

(red), and for the climatology (dashed line) to facilitate inter-
pretation of the thermal environment for the intervals not
covered by the Fe-lidar temperature measurements (i.e., 2009–
2010 and November/early December 2010). We note that the
altitude resolution of Aura MLS is 8–13 km in the mesopause
region and temperature data are only validated to about 90 km
(0.001 hPa).

A comparison of the 2009–2010 season PMSE occurrences
(Fig. 1a) and MLS anomaly temperature (Fig. 2a) reveals a clear
mesopause region thermal control of charged ice particle above
the latitude of Davis. In particular the early December PMSE
(Fig. 1a) occur for an interval of anomalously colder temperatures
below the mesopause (Fig. 2a), and there is a correspondingly
cold mesopause region during the mid-January increase in PMSE
occurrence and intensity (Fig. 2a). Similarly, it is evident that the
significant reduction in PMSE during 2010–2011 (Fig. 1b) is
primarily related to the unusually warm temperatures below
the mesopause in this latitude zone early in the summer and
from mid-January onward (Fig. 2b). However, a higher mesopause
will give an anomaly that is cold above the mesopause and warm
below the mesopause. Fig. 2b indicates that the mesopause is
higher by �1 km in December 2010 compared with the climatol-
ogy, although it is hard to be confident given the vertical
resolution of the data (which are interpolated to 1 km intervals,
but in reality have a resolution of several kilometres). As shown in
Fig. 2b, the anomaly in the first half of December 2010 is up to
þ15 K at 80–85 km, and �5 K to �15 K at 95–99 km (the latter
height range is outside the validated range of the MLS data). We
note that below the mesopause the lapse rate is about �5 K/km
(at 84 km) and above the mesopause it is �þ10 K/km (at 91 km).
So with a 1 km altitude shift we can explain about 5 K (about half)
of the anomaly below the mesopause and 10 K (about 2/3 or
perhaps more) of the anomaly above the mesopause. This figure
also shows unusually cold temperatures near the mesopause at
�90 km in early to mid-December 2010. The main point is that
the MLS thermal variations are consistent with the general
occurrence and intensity of the respective 2009–2010 (Fig. 1a)
and 2010–2011 (Fig. 1b) PMSE season observations.

Importantly, the first Fe-lidar observations at Davis during
2010–2011 measured the precise thermal state of the local
mesopause region (Höffner and Lautenbach, 2009). In Fig. 3a we
show the austral summer temperature measurement at 86 km
and 90 km from 10 December 2010 to 31 March 2011. The plot
was smoothed using a 14-day Hanning filter applied to the 476 h
of temperature measurements obtained from 49 days of Fe-lidar
operation. The dashed horizontal lines illustrate the water vapour
saturation levels, S¼1 at 86 km for �145 K (blue) and at 90 km
for �138 K (red) using H2O concentrations from von Zahn and
Berger (2003). Fe-lidar temperature measurements commenced
on 14 December 2010 for �1 h although with an error bar of
75 K (Fig. 3a). The first substantial Fe-lidar temperature mea-
surements (�11 h) on 18 December 2010 revealed extremely
cold average temperatures with minima of T �125 K at 90 km
and T �135 K at 86 km. Notice that both heights exhibited a
January warming, prior to cooling again, ahead of the summer-to-
winter thermal transition of the mesopause region (Fig. 2b)
reaching T �190 K by mid-March. Mesopause region tempera-
tures from MLS revealed 125oTo145 K early in December when
PMSE at Davis were on the margin of existence near 90–92 km
with low intensity or were not present at all. The first image
contour plot of the Fe-lidar derived temperature above Davis
given in Fig. 3b also demonstrates that the decrease in PMSE
occurrence during 2010–2011 is a consequence of a warmer
mesopause region environment. Fe-lidar temperatures were not
available prior to 14 December 2010 and the mesopause can only
be tracked to �91 km in Fig. 3b (as a consequence of the

Fig. 2. (a) MLS anomaly plot of mesopause region summer temperatures in a 51

latitude band centred on Davis for the climatology years minus 2009–2010.

(b) Same as (a) for the climatology years minus 2010–2011. The MLS temperature

climatology is derived for the seasons from 2004–2005 to 2008–2009. The cold

point mesopause altitude for the MLS climatology (white dashed lines) and the

respective 2009–2010 and 2010–2011 seasons (black lines) are plotted for

reference. (c) Time series of absolute MLS temperatures averaged between 86

and 90 km for 2009–2010 (blue) and 2010–2011 (red) and the MLS climatology

temperature (black dotted line). (For interpretation of the references to colour in

this figure legend, the reader is referred to the web version of this article.)
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application of the 14-day Hanning smoothing filter ending on 10
December). The red line in Fig. 3b depicts the mesopause altitude
and reveals a downward progression of the mesopause altitude
throughout the austral summer—unlike the more constant meso-
pause altitude observed at equivalent NH latitudes (e.g., Lübken,
1999; Kirkwood et al., 2008). This seasonal downward progres-
sion in temperature appears to be a feature of the austral
mesopause and is consistent with observations from the AIM
satellite (Karlsson et al., 2011), and our explanation of the early
season (mid-December) high altitude PMSE near 90 km for con-
ditions with extremely cold average mesopause temperatures
�125 K. The white line in Fig. 3b depicts the water vapour
saturation condition with S¼1 derived from LIMA for 691N
(Andenes). We note that extremely cold mesopause temperatures
with Tfrost�128 K is required for ice particles to occur near 93–
94 km according to saturation theory for the NH (see von Zahn
and Berger, 2003).

In Fig. 4a we show an interval of �11 h of semi-continuous
PMSE occurrence at relatively high altitudes between 88 and
94 km on 18 December 2010 (day-3 relative to solstice) and
importantly prior to the polar stratospheric vortex break-down,
when the zonal winds at 601S (NCEP at 30 hPa) exceeded
10 ms�1. Significantly, in Fig. 4b we show the iron lidar tempera-
tures (red curve) averaged over the same time interval (�12:19–
23:19 UT) along with the average PMSE SNR (blue curve) versus

altitude. Where the frost point temperature Tfrost (black curve) is
superimposed – as given in von Zahn and Berger (2003) for
Andenes �691N – which is at an equivalent latitude to Davis
�691S. Fig. 4b reveals a low mesopause temperature of �116 K
with a statistical uncertainty of �1.6 K at an altitude of
�92.4 km. We also mention that the first lidar temperature
measurement (�1 h) obtained on 14 December 2010 (day-7)
showed the mesopause temperature with T �113.8 K with an
uncertainty of �75 K at an altitude of �92.4 km. We have
shown that high altitude PMSE observed between 90 and 94 km
prior to the polar stratospheric vortex break-down interval
occurred for conditions of sustained cold temperatures below
the frost point in this altitude range – consistent with theory (see
Rapp and Lübken, 2004).

Aura MLS temperatures reveal temperatures, T4Tfrost point

during November 2010 consistent with no PMSE, and intermit-
tent temperatures, ToTfrost point consistent with sporadic PMSE
observed from 1 to 17 December 2010, after which PMSE were
clearly evident. However, the very low Fe-lidar temperatures at
90–94 km shown in Fig. 3 are not seen in the temperature
differences of MLS shown in Fig. 2. This suggests that the
temperatures seen by the Fe-lidar are either localised or not
resolved by MLS. Alternatively, it is plausible that the low
mesopause temperatures above 90 km were also a feature of
earlier austral summers. Lidar temperatures are very low around

Fig. 3. (a) Fe-lidar mesopause region temperature measurements at 86 km (blue)

and 90 km (red) from 14 December 2010 to 31 March 2011, where the dashed

horizontal lines depict the respective saturation point temperature (S¼1). (b) The

corresponding image contour plot of Fe-lidar temperature for the altitude interval

82–98 km, which depicts the average seasonal (red) mesopause altitude. The

white contour line depicts the saturation point temperature (S¼1). (For inter-

pretation of the references to colour in this figure legend, the reader is referred to

the web version of this article.)

Fig. 4. (a) Altitude versus time image of a PMSE event from 12:19 to 23:19 UT on

18 December 2010 (day-3 relative to solstice). (b) Corresponding composite

profile of iron lidar temperature (red curve), PMSE intensity (blue curve), and

frost point temperature (black curve). The temperature (K) scale is on the upper

axis and the SNR (dB) scale is on the lower axis, both for the altitude range 85–

95 km. (For interpretation of the references to colour in this figure legend, the

reader is referred to the web version of this article.)
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the mesopause from the first substantial measurement on 18
December 2010, until mid-February. Using water vapour from a
model (von Zahn and Berger, 2003) we have calculated the degree
of saturation (S) and found regions with supersaturation (S41)
around 90 km (see Fig. 3b). Under these circumstances we would
expect the formation of ice particles provided condensation nuclei
are available. A note of caution is required when comparing
temperatures and PMSE. Apart from (charged) ice particles the
formation of PMSE requires free electrons and atmospheric
neutral air turbulence (see Rapp and Lübken, 2004). We note that
kinematic viscosity increases with altitude and destroys small
scale neutral density fluctuations more and more effectively. For
altitudes considerably above 90 km it is therefore increasingly
difficult for neutral air turbulence in combination with charged
aerosols to create plasma fluctuations causing PMSE. This ham-
pers a direct comparison of temperatures and PMSE. In fact, low
enough temperatures and high supersaturation but still no PMSE
have been observed at high latitudes (781N) in the NH (see
Lübken et al., 2009). Despite all these objections we find general
agreement between PMSE and regions of supersaturation, which
implies that the other prerequisites for creating PMSE mentioned
above play only a minor role in our case. A detailed comparison of
temperatures and PMSE is beyond the scope of this paper and will
be published in the near future.

3.3. Wind field measurements

An examination of the zonal and meridional wind field derived
from the Davis 1.94 MHz Medium Frequency radar (Morris et al.,
2006) reveals two interesting characteristics for 2010–2011 in the
mesopause region condition relevant to the observed reduction in
PMSE and possibly linked to the initial higher than usual ice-
particle layer. Firstly, the meridional wind velocity at 86 km
where PMSE peaked in average season altitude (Fig. 5a), shows
a tendency for episodic intervals of enhanced poleward (warm)
wind flow for most of January and early February 2011 (red) in
comparison to the same time during 2010 (blue). Secondly, the
magnitude of the zonal wind field is significantly greater early in
the December–January interval for 2010 (red) than the corre-
sponding period for 2009 (blue) between 84 and 94 km (Fig. 5b).
Of particular interest for the early part of the PMSE season is the
greater magnitude of the zonal wind and its penetration to higher
altitudes, which appears to be linked with the high PMSE layer for
2010–2011. In Fig. 5c we plot the centroid altitude of PMSE for
2009–2010 (blue) and 2010–2011 (red). It is clearly obvious that
the PMSE centroid altitude is significantly higher at times when
the zonal winds are larger (i.e., more negative) which is the case
during the early part of 2010–2011. Note that the NH tends to
have less inter-annual variability in early season PMSE altitude as
discussed by Kirkwood et al. (2008).

4. Discussion

Observations from MST radar reveal a significant 59% reduc-
tion in PMSE occurrence at Davis (691S) between the austral
summers of 2009–2010 and 2010–2011. Three previous PMSE
seasons at Davis (i.e., 2006–2007; 2007–2008 and 2008–2009)
also exhibited noticeable inter-annual variability in their proper-
ties, including; onset date, altitude of layer, intensity and occur-
rence rate, albeit not as pronounced as in 2010–2011. Indeed
early SH ground observations hint at previous inter-annual
variability (Woodman et al., 1999; Balsley et al., 1995) although
complete seasons were not available, and observations during
January and February were possibly affected by 2-day planetary
waves heating the mesopause region thus reducing the PMSE

intensity and occurrence rate (see Morris et al., 2009b). Further-
more, SNOE (Bailey et al., 2005, 2007; Wrotny and Russell, 2006)
and SCIAMACHY (Robert et al., 2009) satellite observations

Fig. 5. (a) Meridional wind velocity where poleward flow corresponds to negative

values. (b) Zonal wind velocity where westward flow corresponds to negative

values, derived at 86 km from the Davis 2 MHz MF radar. (c) Centroid altitude of

the PMSE layer (km). (d) Corresponding stratospheric zonal wind flow at 30 hPa

for 601S estimated using NCEP data. (For all plots 2009–2010 (blue) and 2010–

2011 (red) and the vertical dashed line marks the summer solstices.) (For

interpretation of the references to colour in this figure legend, the reader is

referred to the web version of this article.)
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showed how SH PMC observations vary seasonally as a function of
latitude. Similarly, the LIMA Ice model yields significant year-to-
year variation in SH PMC occurrence as a function of latitudinal
extent for the model run between 1962 and 2009 (Lübken and
Berger, 2007, 2011).

So why did a major reduction PMSE occur above Davis during
the summer of 2010–2011? The new observation of higher and
enhanced magnitude of the zonal mesospheric winds early in the
austral summer of 2010–2011 (similar for the high variability
seasons discussed) may provide some insight into the larger than
normal variability in PMSE characteristics. In particular, the
record latest ever break-down of the SH stratosphere polar vortex
on 5 January 2011 is worth consideration in the context of any
upward affect on the mesosphere state by the stratospheric zonal
wind flow. An examination of the zonal winds versus time at
30 hPa for 601S from the National Center for Environmental
Prediction (NCEP) Reanalysis-1, shown in Fig. 5d, reveals two
interesting features. Firstly, the 2009–2010 austral summer (blue)
exhibits more normal PMSE centroid altitudes (Fig. 5c) corre-
sponding to more regular lower magnitude stratospheric zonal
wind winter-to-summer transition. Secondly, the 2010–2011
austral summer (red) exhibits an early season high PMSE centroid
altitude (Fig. 5c) corresponding to an interval with high magni-
tude stratospheric zonal winds persisting until early January.
Whereby the larger magnitude zonal winds (�27 ms�1) flowing
before the 2010–2011 summer solstices provide a barrier to
atmospheric gravity wave transport to the SH polar mesospause.

Furthermore, of the 8 austral summer PMSE seasons recorded at
Davis, 4 seasons had large inter-annual variability (i.e., 2006–2007;
2007–2008; 2008–2009 and 2010–2011), whilst 4 had little inter-
annual variability similar to NH sites (i.e., 2003–2004 part season
(not shown); 2004–2005, 2005–2006 and 2009–2010). To place
into perspective the 2009–2010 and 2010–2011 austral summer
PMSE centroid altitude relationship with the break-down of the SH
polar stratosphere vortex, we compare 7 seasons of PMSE centroid
altitude (Fig. 6a) with the respective NCEP 30 hPa zonal winds
(Fig. 6b). It is evident that early season PMSE centroid altitudes are
higher (lower) for late (early) polar vortex break-down seasons, i.e.,
as shown in Fig. 6 by warm colours (red) and cold colours (blue),
respectively. This observation is consistent with the results of
Kirkwood et al. (2008) (their figure 2) for the austral summers
from 2000–2001 to 2008–2009, and early season high centroid
altitude of SH PMSE at Davis and Wasa during 2006–2007. When
considered with observations reported here provide evidence of a
causal effect on PMSE occurrence height, intensity and onset time
with the timing of the SH polar stratospheric vortex break-down.
Moreover, our reported downward altitude movement of the
austral summer mesopause (Fig. 3b) at the latitude of Davis
(68.61S) interestingly mirrors the seasonal movement of the
centroid altitude of the PMSE layer (Figs. 3c and 6a).

We suggest that the reduced PMSE intensity and occurrence
rates early in the 2010–2011 season is caused by anomalous
temperatures and zonal and meridional winds. The Fe-lidar obser-
vations at Davis in mid-December 2010 revealed record low
temperatures with T�116 K at elevated altitudes near 92 km when
PMSE were initially evident, whereas at lower altitudes near 86 km
very little PMSE was detected. We suggest that unusually warm
temperatures reported below the mesopause were not conducive
to the creation of PMSE. Following Karlsson et al. (2011) we may
also expect that gravity waves produce turbulence at elevated
altitudes which diminishes the creation of PMSE at normal
altitudes. Note that the unusually strong zonal winds are consis-
tent with the model calculations from Karlsson et al. (2011). Above
90 km, temperatures were low and ice particles were likely
created. However, kinematic viscosity increases exponentially with
height and prevents the formation of small scale structures

necessary for PMSE (Lübken et al., 2009). In summary, the
discernable reduction in PMSE and PMC was a consequence of
overall warmer mesosphere temperatures below 86 km.

We also suggest that the diminution in PMSE intensity and
occurrence rates during January (Fig. 1c) closely follows the
poleward meridional wind flow (Fig. 5a) consistent with a 2-day
planetary wave warming effect (Morris et al., 2009b), water
vapour saturation for the latitude 691 (Fig. 3b), and larger
magnitude tides evident in both the MF radar wind field (Morris
et al., 2006), and the Fe-lidar thermal record at Davis (Lübken
et al., 2011). Our reported inter-annual variability in ice-particles
at 691S is consistent with the variability of PMSE at Machu Picchu
(Woodman et al., 1999), SNOE (Bailey et al., 2005, 2007; Wrotny
and Russell, 2006), and SCIAMACHY (Robert et al., 2009) satellite
observations of PMC, and LIMA Ice model simulations (Lübken
and Berger, 2007, 2011).

Our report of the first ground-based PMSE/PMC observations
to be linked to the late break-down of the stratospheric polar
vortex is consistent with satellite observations of PMC recently
reported by Gumbel and Karlsson (2011) and Karlsson et al.
(2011). The CMAM model results of Karlsson et al. (2011) account
for our reported elevation of the early season PMSE layer or
higher mesopause, the enhanced mesospheric zonal winds (both
in height and strength), and the altitude difference (few kilo-
metres) between ‘early’ and ‘late’ vortex break-down seasons.
However, the CMAM model predicts a warmer mesopause in the
latitude band (65–701S) near Davis which is contrary to the Fe-
lidar results presented here of a colder mesopause with tempera-
tures as low as 116 K. Similarly, Aura MLS anomaly analyses
provide some evidence for a colder mesopause near �90 km in

Fig. 6. (a) Centroid altitude of the PMSE layer for 7 austral summers from 2004–

2005 until 2010–2011 above Davis, Antarctica (68.61S). (b) Corresponding south-

ern stratospheric zonal wind flow at 30 hPa for 601S estimated using NCEP data for

the above 7 summers. (For interpretation of the references to colour in this figure

legend, the reader is referred to the web version of this article.)
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mid-December 2010 for the late polar vortex break down season,
and a warmer mesopause in December 2009 for the more typical
early polar vortex break-down season (the limitations of the MLS
observations were considered in Section 3.2).

We note that the zonal winds for the 4 seasons with late polar
vortex break-down (i.e., 2010–2011; 2008–2009; 2007–2008 and
2006–2007) have stronger wind strength upto day 20. However,
low temperatures are observed at solstice onward, when the wind
in the stratosphere reduces in strength rapidly towards ‘normal’
summer conditions so that most of the eastward gravity waves
driving the equator-ward flow are let through. However, for 18
December 2010 (day-3) as discussed (see Figs. 3 and 4) the
stratosphere winds are greater than 10 ms�1—so a pre-polar
vortex break-down condition is clearly evident. At this time high
altitude (88–94 km) semi-continuous PMSE occurred (Fig. 4a),
when coincident Fe-lidar observations showed the mesopause
altitude was high at �92.4 km and unusually cold �116 K for
saturation S¼1 (Fig. 4b). Although the Fe-lidar data on 14
December 2010 (day-7) is statistically short in duration, this
day also revealed some evidence of a cold mesopause T

�113.8 K at an altitude of �92 km during PMSE occurrence at
high altitude (not shown). To cover the mesopause region thermal
environment pre 14 December 2010 (day-7) and for the 2009–
2010 austral summer we utilised MLS temperature data. With
consideration of known MLS temperature altitude resolution
constraints—the reported thermal variations appear to effect ice
particle creation/sustenance similar to the reported PMSE seaso-
nal variability (see Figs. 1 and 2) consistent with theory (see Rapp
and Lübken, 2004).

We stated above that the mesopause for 2010–2011 appeared
to be �1 km higher than the MLS anomaly field climatology
(Fig. 2), and this could contribute to the anomalously low
temperatures at high altitudes. But we claim that this does not
necessarily mean there was no cooling above the mesopause or
warming below the mesopause in early December 2010. Indeed
we argue that when Fe-lidar observations commenced in mid-
December prior to the stratospheric polar vortex break-down—-

the mesopause was indeed very cold at high altitude and the
temperature below the mesopause was warmer than the frost
point. We are cognisant that Karlsson et al. (2011) considered
data in the window from ‘day-40 to day-20’. We also note
these authors stated that for the window ‘day-20 to day-10’ the
pre vortex break-down state still prevailed for 2010–2011 (and
2007–2008 and 2008–2009).

Interestingly, an �11 h averaged iron lidar mesopause tem-
perature profile for 18 December 2010 (Fig. 4b) is remarkably
similar to the CMAM model mesopause temperature profile
shown in figure 7 of Karlsson et al. (2011), for the late break-
down of the polar stratospheric vortex for the latitude band 70–
851S. We suggest that the latitude of Davis at 68.61S early to mid-
December 2010 was more representative of the CMAM meso-
pause region temperature profile for the latitude band 70–851
rather than for 65–701 pre the late polar vortex break-down
condition (see Karlsson et al., 2011).

5. Conclusions

In conclusion, we report a significant reduction in PMSE (and
in PMC) during the austral 2010–2011 summer compared with
the previous more stable 2009–2010 season as being related to a
confluence of several processes. Significantly, the reported early
summer warmer mesosphere temperatures below the mesopause
appear to be linked to vertical intra-hemisphere upward coupling
processes triggered by the late break-down of the SH strato-
spheric polar vortex. Thus the enhanced stratospheric zonal

winds created a barrier to the vertical propagation of atmospheric
gravity waves (Kirkwood et al., 2008; Karlsson et al., 2011) that
under normal conditions cools the summer polar mesopause
region. Further an enhanced poleward mesosphere meridional
wind and related 2-day planetary wave heating (Morris et al.,
2009b), as well as atmospheric tides (Lübken et al., 2011) warms
the mid-January mesosphere to reduce PMSE occurrence rates.
Whilst temperatures below the mesopause were ostensibly war-
mer throughout the 2010–2011 austral summer we report extre-
mely low mesopause temperatures of �116 K measured by
Fe-lidar at elevated altitudes near 92 km when the PMSE season
commenced. The major mechanism controlling the start of the
mesosphere ice-particle season appears linked to the timing of
the break-down of the southern stratospheric vortex. A future
study will investigate the thermal environment during PMSE and
provide a complete season (2011–2012) comparison with CMAM.
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Lübken, F.-J., Höffner, J., Viehl, T.P., Kaifler, B., Morris, R.J., 2011. First measure-
ments of thermal tides in the summer mesopause region at Antarctic latitudes.
Geophysical Research Letters 38, L24806, http://dx.doi.org/10.1029/
2011GL050045.
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Abstract We present quasi-continuous measurements of temperature profiles in the Southern
Hemisphere mesopause region during the transition from winter to summer conditions in 2011/2012. In a
period of 120 days around solstice, we have performed iron lidar observations at Davis (69◦S), Antarctica,
for a total of 736 h. The winter/summer transition is identified by a downward shift of the mesopause which
occurs on 8 November 2011. Soon after transition, mesopause heights and temperatures are similar to the
Northern Hemisphere (NH) colatitude summer (88 km, 130 K). Around solstice, the mesopause is elevated
for several days by 4–5 km and is colder than typical NH temperatures by 10 K. In this period individual
profiles show temperatures as low as 100 K. The occurrence of polar mesosphere summer echoes is
closely connected to low temperatures. Below 88 to 90 km and in the main summer season of 2011/2012
temperatures at Davis are generally warmer compared to the NH by 5–15 K, whereas temperatures are
generally colder above 90 km. The winter/summer transition and the first appearance of polar mesosphere
summer echoes are strongly correlated to maximum zonal winds in the stratosphere which constrain gravity
waves with eastward momentum reaching the mesosphere. At the breakdown of the stratospheric vortex
around solstice, the mesopause is higher and, surprisingly, colder than normal.

1. Introduction
The winter/summer transition in the mesosphere/lower thermosphere (MLT) region is substantially more
variable in the Southern Hemisphere (SH) compared to its Northern Hemisphere (NH) counterpart, mainly
due to altering stratospheric circulation changes impacting gravity wave forcing of the MLT [Karlsson et al.,
2007; Smith et al., 2010]. Ice layers in the summer mesopause region require very low temperatures and
have therefore been used as indirect indicators of the thermal conditions in the MLT. They have recently
been studied with respect to circulation changes in the stratosphere [Karlsson et al., 2011; Benze et al.,
2012]. Under summer conditions temperature measurements with sufficient temporal/spatial sampling
and adequate accuracy are limited to few lidar observations and a couple of sounding rocket flights [Pan
and Gardner, 2003; Lübken et al., 2004; Chu et al., 2011]. We have transported our mobile iron lidar to Davis,
Antarctica, in late 2010 and performed measurements until the end of 2012. First results from the sum-
mer season 2010/2011 have been reported elsewhere [Lübken et al., 2011; Morris et al., 2012]. Although
temperatures are available throughout the instrument operation period, here we present temperature mea-
surements in the MLT region from spring equinox throughout the summer to examine the winter/summer
transition 2011/2012 and to compare with circulation conditions in the stratosphere.

We compare our lidar temperatures with polar mesosphere summer echoes (PMSE) measured by the
Australian Antarctic Division (AAD) 50 MHz VHF radar which is also located at Davis [Morris et al., 2006].
PMSE are strong radar echoes in the summer mesopause region which are caused by fluctuations in electron
densities at the radar Bragg scale (𝜆/2 = 3 m). These fluctuations rely on neutral air turbulence in combina-
tion with charged ice particles (see review by Rapp and Lübken [2004], and references therein). PMSE are
therefore an indication of the presence of ice particles and low temperatures.

We would like to compare the winter/summer transition in 2011/2012 with the “normal” state of the
SH summer mesopause region. Unfortunately, a reliable reference climatology based on observations
is not available since measurements are sparse and do not cover the entire season or height. For exam-
ple, the compilation published in Pan and Gardner [2003] relies on only 26 h of lidar observations in
December–February (none in November) and hardly covers the mesopause. We therefore decided to use the
NH climatology from Lübken [1999] as a reference which is tempting because the winter/summer transition
in NH stratospheric winds is much more regular compared to the SH.
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Figure 1. A total of 96 temperature profiles obtained on
17/18 December 2011 (drs = −3/−4). Red line: mean pro-
file; green line: reference profile from the NH for mid-June
[from Lübken, 1999]; blue lines: frost-point temperatures and
variation by ±4 K.

2. Lidar Observations at Davis

The mobile scanning iron lidar is a two-wavelength
system (772 nm/386 nm). It determines meso-
spheric temperatures by probing the Doppler
broadened iron resonance line at 386 nm with a
frequency-doubled alexandrite laser [Höffner and
Lautenbach, 2009]. The system allows to measure
temperatures during full daylight with a typical
uncertainty of less than ±5 K after 1 h integration.
These values refer to summer conditions when
metal densities are lowest, and the Sun is at its
highest elevation. In this study we use a height
resolution of 1 km. The iron lidar of the Institute
of Atmospheric Physics (IAP) in Kühlungsborn,
Germany, was transported to Davis, Antarctica
(68.6◦S), in November 2010. It performed first mea-
surements on 15 December 2010 and finished
operation on 31 December 2012. In total, 2900 h
of temperature profiles are now available. Here we
concentrate on 736 h of measurements performed
during the full summer season of 2011/2012, more
precisely from days relative to solstice (drs) = −60
to drs = +60.

In Figure 1 we show 24 h of temperature mea-
surements (96 profiles) on 17/18 December 2011.
Occasionally, temperatures are as low as 100 K.
The altitude range of reliable temperatures is lim-

ited by low iron number densities. Above approximately 95–96 km, Fe density gets low which implies less
reliable temperatures and larger uncertainties. From the mean of individual profiles shown in Figure 1, we
determine a mesopause altitude and temperature of approximately 92.5±1.5 km and T = 119±1.3 K,
respectively (the temperature uncertainty is given by counting statistics of the lidar). The root-mean-square
variation of temperatures at a fixed altitude is on the order of ±10 K. From the temperature climatology in
the Northern Hemisphere at the same latitude (69◦N) and in the corresponding time of year (= mid-June),
we find a mesopause height and temperature of 88–89 km and 131 K [Lübken, 1999], i.e., the mesopause at
Davis at the day shown in Figure 1 is significantly higher (by ∼4 km) and colder (by ∼12 K) compared to the
NH reference. Furthermore, at altitudes below approximately 89 km, temperatures over Davis on that day
are higher by typically 5–8 K compared to the NH reference. The positive temperature gradient above the
mesopause is rather similar in both hemispheres.

We also show frost-point temperatures Tf in Figure 1 where we have used water vapor concentrations from
an updated version of the model by Sonnemann et al. [2012]. We have added lines by varying Tf by ±4 K
to roughly indicate that the actual H2O profile on that day may have been different from the model profile
(note that in the Southern Hemisphere summer mesopause region, a variation of Tf by 4 K corresponds to a
change of H2O concentration by a factor of 4). As can be seen from Figure 1 temperatures are low enough
for ice particles to exist (T < Tf ) up to ∼94–95 km. Indeed, PMSE were observed on that day between 86
and 93 km (not shown). Note that at altitudes significantly above 93 km PMSE cannot be created even if
charged ice particles are present because increasing kinematic viscosity prevents the generation of small
scale fluctuations by neutral air turbulence [Lübken et al., 2009].

In Figure 2 we show the seasonal variation of temperatures around summer solstice smoothed by a 14
days Hanning filter. A total of 736 h of measurements on 62 days contribute to this plot. The distribution
of observations is fairly homogeneous; i.e., there are no large data gaps in this period. In particular, 262 h
of measurements have been performed during the period of the high and cold mesopause in December.
In Figure 2 the altitude of the mesopause (white line) drops from greater heights to the standard NH sum-
mer value of ∼88 km around drs = −43 (= 8 November), and temperatures drop quickly prior to that day by
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Figure 2. (top) Seasonal variation of smoothed lidar temperatures.
White line: mesopause altitude; red line: peak height of the PMSE
layer. (bottom) Seasonal variation of temperatures at given altitudes
(solid lines; see inlet). Northern Hemisphere reference temperatures are
shown as dashed lines [from Lübken, 1999], except for 92 km (see text
for more details).

as much as 20 K per week at nearly all
altitudes. In the NH reference the win-
ter/summer mesopause drop occurs
around drs = −45, i.e., at a rather similar
day compared to 2011/2012 at Davis. We
note that the time scale of our smooth-
ing procedure (14 days) is roughly
equivalent to the smoothing applied for
the NH climatology (see Lübken [1999]
for more details). For reasons explained
later we call the period from drs = −40 to
−20 the “onset period.” During the onset
period in 2011/2012, temperatures at
Davis are rather similar to the NH refer-
ence. Thereafter and below ∼88 km, they
are significantly warmer by ∼5 K. We hes-
itate to compare with the NH reference
above approximately 90–92 km because
the falling sphere technique applied for
that climatology is somewhat uncertain
at these high altitudes [Lübken, 1999].
Comparing Figures 1 and 2, it is obvi-
ous that smoothed temperatures can
deviate significantly from daily means.
For example, mesopause temperatures
at drs = −4/−3 (17/18 December) in
Figure 2 are ∼130 K, significantly warmer
compared to Figure 1.

In Figure 2 we also show PMSE peak alti-
tudes. PMSE started very sparsely around
drs = −35 (16 November) with a mean
height of 86 km. At that altitude and time

of year, the frost-point temperature is approximately 135 K which is smaller compared to mean tempera-
tures in that period and altitude (∼145–150 K; see Figure 2). Still, ice particles may exist (T < Tf ) for shorter
periods if we consider a temperature variability of roughly ±10 K d−1 and water vapor uncertainties men-
tioned above. We note that PMSE occur when temperatures drop below the frost point, as expected. For the
rest of the season, PMSE nicely follow the general temporal development of the mesopause, i.e., the peak of
the PMSE layer is located approximately 3–4 km below the mesopause (see Figure 2). The good agreement
between periods when lidar temperatures predict ice particles to exist, i.e., T < Tf , and the occurrence of
PMSE is an independent confirmation of the reliability of the lidar technique. We note that PMSE and other
MLT ice cloud phenomena give only indirect evidence for certain temperatures but cannot provide details
about, for example, the height structure around the mesopause. We plan to perform a detailed comparison
between temperatures and PMSE in the near future.

In Figure 3 we show mean temperature profiles at three selected times during the season and compare with
the NH reference. We picked drs = −2 (rather then drs = 0) since this is in the center of the cold mesopause
period around solstice (see Figure 2). At the beginning of the summer season (drs = −30) temperatures at
Davis are rather similar compared to the NH (differences are smaller than ±5 K), whereas close to solstice
(drs = −2) the mesopause at Davis is much higher and colder compared to the NH reference for several
days. This can be seen from the mean temperature profile for the period 17–25 December (drs = −4 to drs
= +4) in Figure 3 where the mesopause height and temperature is 92 km and 124 K, respectively, averag-
ing 130 h of observations corresponding to 67% of the time from first switch-on on 17 December until last
switch-off on 25 December. Smoothing the temperature field by a 14 days Hanning filter (see above) gives
average mesopause temperatures of ∼130 K, similar to the NH. Later in the summer season (drs = +30),
temperatures at Davis are higher by typically 10 K compared to the NH reference.
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Figure 3. Solid lines: altitude variation of smoothed lidar tem-
peratures at given times (see inlet; drs = days relative to solstice).
Dotted line: mean temperature profile from 17 to 25 Decem-
ber 2011 (drs = −4 to +4). Dashed lines: corresponding profiles
from the Northern Hemisphere reference [from Lübken, 1999]
ignoring the uppermost heights (see text for more details).

3. Discussion

We discuss our observations with respect to
theoretical expectations presented in Karlsson
et al. [2011] (hereafter BK11). The main idea is
to study stratospheric winds and their impact
on mesospheric temperatures [Smith et al.,
2010]. Coupling between stratospheric winds
and upper mesosphere temperatures comes
from gravity waves which are generated in the
troposphere and, while propagating upward,
are filtered at heights where the phase velocity
equals the mean wind velocity. The dissipa-
tion of gravity waves deposits momentum,
changes vertical winds, and thereby modifies
the thermal structure.

BK11 classify stratospheric winds according
to a late (early) breakdown of the polar vor-

tex being representative of a “winter-like” (summer-like) condition leading to a high and warm (low and
cold) mesopause. “Late” (early) means that zonal winds during the onset-period are higher (lower) by 0.5⋅𝜎
compared to the climatological mean (𝜎 = standard deviation of wind anomalies). If zonal winds develop
monotonically with time (as in Figure 2 in BK11), this is equivalent to a late or early breakdown which is
defined to occur when the zonal wind at 50 hPa and 65◦S gets lower than +10 m/s.

Figure 4. (top) Zonal mean zonal winds at 69◦S close to 50 hPa (red
line), climatological mean values (thick black line), and standard
deviations of wind anomalies (thin black lines). Green line: corre-
sponding mean zonal winds from the NH summer. The horizontal
lines mark winds of 0 m/s (for reference) and 10 m/s (the breakdown
limit). The two vertical lines mark the onset period (see text). (bot-
tom) Lidar temperatures at 90 km (black) and maximum zonal wind
in the stratosphere (blue). Red line: peak height of the PMSE layer.

In Figure 4 we show zonal mean zonal
winds at 69◦S from the MERRA reanalysis
at ∼50 hPa [Rienecker et al., 2011]. Winds
are close to climatology during most of
the onset period which would classify this
season as being neither late nor early. On
the other hand, winds are much larger
compared to the climatology from drs
≈ −20 until solstice and the breakdown
(u <+10 m/s at 50 hPa) occurs at drs = −1.
This would classify the season 2011/2012 as
an example of a late breakdown. The situa-
tion is obviously more complicated than in
BK11. We decided to address the wind situa-
tion in the stratosphere as being a quasi-late
breakdown.

During the beginning of the onset period
we observe the mesopause at standard
heights (∼88 km) with rather similar tem-
peratures compared to the NH reference
(Figure 2). Later in the season, namely,
around drs = −20 to +20, the mesopause
is higher than the NH reference (90–92 km).
Shortly before solstice, the mesopause is
highest (93 km) and coldest (119 K). From
the discussion in BK11 including the sea-
sonal variation of polar mesospheric clouds
(PMC) characteristics, we had expected a
higher but warmer(!) mesopause. Relating
PMC occurrence to the thermal structure
of the summer mesopause is not trivial for
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various reasons. The morphology of PMC discussed in BK11 is a consequence of various factors such as tem-
peratures, water vapor, and circulation. For example, lifting the mesopause altitude from its standard value
(88 km) by 5 km (keeping the mesopause temperature and the temperature gradient above and below
constant) reduces the amount of water vapor molecules available for ice particle nucleation by roughly a
factor of 10 and the visibility of these particles by a factor of 100. The relative importance of water vapor and
other factors for the visibility of PMC can only be studied by appropriate models. In this context it is interest-
ing to note that weak and short noctilucent clouds (NLC) were first observed by our lidar on 17 December
2011 (drs = −4), i.e., several weeks after the first appearance of PMSE and significantly later than the win-
ter/summer transition. It is obvious that a SH/NH comparison of PMSE, PMC, and NLC should consider the
circulation in the stratosphere. We note that the drop of the mesopause in Figure 4 occurs several days
before the onset of the PMSE season. This is because during the winter/summer transition at drs = −43 tem-
peratures in the mesopause region are not low enough to allow for ice particles to exist. In general, the first
appearance of PMSE may not coincide with the time of winter/summer transition. This is even more true for
PMC and NLC which require ice particles of a sufficiently large size (typically > 20 nm). Obviously, there may
be a significant offset between the winter/summer transition in temperatures, the onset of PMSE, and the
first appearance of “visible” ice particles (NLC/PMC), respectively. Studies regarding the onset of PMC and its
relation to stratospheric circulation changes may therefore be somewhat biased [Karlsson et al., 2011; Benze
et al., 2012].

In Figure 4 (bottom) we show the seasonal development of temperatures at 90 km and the maximum zonal
wind in the stratosphere, which appear at approximately 10 hPa at drs = −60, declining in altitude to
∼300 hPa after drs = 20. During winter/summer transition in 2011/2012 the maximum wind drops from
∼+60 m/s to ∼+20 m/s within 10 days around drs = −45. As can be seen in Figures 4 and 2, this occurs
nearly simultaneously with the steep decline of temperatures at 90 km and the drop of the mesopause.
First PMSE appear a few days later. This close correlation between stratospheric winds and MLT tempera-
tures is explained by filtering of gravity waves which are generated in the lower atmosphere [Smith et al.,
2010; Karlsson et al., 2011]. Gravity waves with eastward momentum can propagate to the mesosphere only
if their phase speed is larger than the maximum zonal wind in the stratosphere. We note that the close cor-
relation between stratospheric winds and temperatures in the mesopause region disappears later in the
season, which is presumably due to several factors. For example, the activity of stationary Rossby waves in
the winter stratosphere may modify SH mesospheric temperatures, an effect which is known as “interhemi-
spheric coupling” [Karlsson et al., 2009; Körnich and Becker, 2010] (note that stationary Rossby wave activity
in the NH fully develops only after solstice, i.e., after the winter/summer transition in the SH). Furthermore,
the morphology of gravity waves launched in the lower atmosphere may change with season. Other factors
such as radiation, chemistry, and turbulence also contribute to the energy budget of the atmosphere and
therefore to the seasonal variation of temperatures. More sophisticated modeling is required to study the
impact of gravity wave propagation and stratospheric circulation on MLT temperatures.

4. Summary and Conclusions

We have performed quasi-continuous temperature measurements in the SH mesopause region during the
winter/summer transition 2011/2012 with high accuracy and high temporal and spatial coverage. Com-
parison with simultaneous and colocated PMSE observations provides independent confirmation of the
seasonal development of low temperatures. We compare the 2011/2012 transition with a NH reference
since (i) a suitable climatology is not available for the SH and (ii) winter/summer transitions in the NH
stratosphere and mesosphere vary little from year to year, different from the SH. For the winter/summer
transition in 2011/2012 we find not only similarities but also significant differences to the NH transition.
During the summer season the mesopause is occasionally observed at normal NH values (88 km, 130 K)
but also at much higher altitudes (“elevated mesopause”). In the latter case mean mesopause temperatures
are typically colder by up to 10 K for several days around solstice. In contrast to mean values, individual
temperatures may be as cold as 100 K. We find a good correlation between (i) the time when mesopause
heights/temperatures change from winter to summer conditions and (ii) when maximum zonal winds in
the stratosphere drop from large to moderate values. After the transition time, the correlation between
mesopause heights/temperatures and maximum stratospheric winds is limited. In the future we intend to
perform more sophisticated model simulations to better understand the impact of gravity wave sources
and propagation through stratospheric winds on the winter/summer transition in the mesopause region
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and their impact on NLC, PMC, and PMSE. Unlike in the NH, the SH exhibits significant variability in this
transition period and therefore allows to study the relationship between stratospheric dynamics and
mesospheric temperatures.
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Abstract A new set of temperature data with unprecedented resolution and accuracy has been obtained
from Fe lidar measurements at Davis, Antarctica (69∘S). Here we concentrate on the months of the winter/
summer transition (November to February) where we have collected a total of 1305 h of observations in the
three seasons 2010/2011, 2011/2012, and 2012/2013. The temporal development of temperatures around
the mesopause in 2012/2013 is rather similar to the Northern Hemisphere (NH), whereas the other seasons
are significantly different, exhibiting, e.g., an unusual higher and colder mesopause around solstice
(elevated summer mesopause). During this exceptional period mean daily mesopause heights and
temperatures are approximately 92.0 ± 0.5 km and 125 K, respectively. The seasonal variation of
temperatures in the mesopause region is closely related to the circulation in the stratosphere which exhibits
an early (late) vortex breakdown in 2012/2013 (2010/2011). The situation is more complicated in 2011/2012.
The early (late) transition in the mesopause region is accompanied by an early (late) appearance of polar
mesosphere summer echoes. Zonal winds as measured by an MF radar also show systematic differences
with westward winds reaching up to very high altitudes (nearly 100 km) for the late transition in 2010/2011
and to more common heights (∼90 km) for the early transition in 2012/2013. A mesopause being higher
and colder compared to the NH (as occasionally observed at Davis) cannot be achieved by standard models.
More sophisticated characterization of gravity wave forcing might be required.

1. Introduction

The transition from winter to summer conditions in the Southern Hemisphere (SH) summer mesopause region
has attracted substantial interest in recent years since it was realized that the timing of this transition varies sig-
nificantly from year to year, as indicated, for example, by the presence of ice clouds or related phenomena [see,
e.g., DeLand et al., 2003; Latteck et al., 2008; Kirkwood et al., 2008; Smith et al., 2010; Karlsson et al., 2011; Benze
et al., 2012]. The onset of the summer season in the SH is closely related to the breakdown of the polar vortex
and the transition of winds in the stratosphere which can extend way into the summer season, whereas this
breakdown occurs much earlier and more regularly in the Northern Hemisphere (NH). The coupling between
stratospheric circulation and mesospheric temperatures is established by gravity waves which are generated
in the troposphere. Some of these waves are filtered by stratospheric winds, whereas those reaching the
mesosphere/lower thermosphere (MLT) drive the summer pole to winter pole residual circulation that induces
the cold summer mesopause. Significant hemispheric differences are well known for the stratosphere and
lower mesosphere [Rosenlof , 1996; Alexander and Rosenlof , 1996; Siskind et al., 2003; Becker et al., 2015].
Comparing measurements in the mesopause region between both hemispheres offers the opportunity to
study vertical coupling processes in detail.

In this paper we report on a new and unique data set, namely, on iron resonance lidar temperature mea-
surements at Davis Station, Antarctica (68.58∘S, 77.97∘E) which provide unprecedented details of the thermal
structure in the mesopause region. These observations allow us to study the reaction of MLT temperatures
to circulation changes in the stratosphere in detail . We also compare lidar temperatures with other relevant
observations at Davis, in particular with polar mesosphere summer echoes (PMSE) observed by a VHF radar,
and with winds in the mesopause region obtained by an MF radar. PMSE are strong radar echoes in the
summer mesopause region which are caused by fluctuations in electron densities at the radar Bragg scale
(𝜆∕2 ∼3 m). These fluctuations rely on neutral air turbulence in combination with charged ice particles
(see review by Rapp and Lübken [2004, and references therein]). PMSE are therefore an indication of the
presence of ice particles and low temperatures, typically less than 150 K.
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Figure 1. All single profiles available on three different days (more precisely during 24 h from noon to noon), namely,
(from left to right) on 21/22 November 2011, 23/24 December 2011, and 21/22 January 2012 (drs = −29, +2, and +32),
respectively. A total of 92, 89, and 95 profiles are shown (see text for more details). The days were chosen because they
are before, during, and after the occurrence of an elevated summer mesopause (ESM), respectively. Red lines: mean
profiles; green lines: reference profile from the NH for mid June [from Lübken, 1999]; and blue lines: frost-point
temperatures and variation by ±4 K.

First results from the Fe lidar measurements at Davis and related observations have been published previously
[Lübken et al., 2011; Morris et al., 2012; Lübken et al., 2014; Viehl et al., 2015]. In order to explain the seasonal
variation of mesopause temperatures and altitudes in the SH and to compare with the NH, we present simu-
lations with the KMCM (Kühlungsborn Mechanistic Circulation Model) (see Becker et al. 2015 for some model
results on NH/SH comparison).

2. Techniques and Data Base
2.1. Fe Lidar
The mobile scanning iron lidar is a two-wavelength system (772 nm/386 nm). It determines mesospheric
temperatures by probing the Doppler-broadened iron resonance line at 386 nm with a frequency-doubled
alexandrite laser [Höffner and Lautenbach, 2009]. The system allows us to measure temperatures during full
daylight with a typical uncertainty of less than ±5 K after 1 h integration. These values refer to summer con-
ditions when metal densities are lowest and the Sun is at its highest elevation, which both decrease the
signal-to-noise ratio and increase uncertainties. The high accuracy of the instrument is achieved by spectrally
analyzing the retrieved signal and applying narrow-band filters [Lautenbach and Höffner, 2004; Höffner and
Fricke-Begemann, 2005]. In this study we use a height resolution of 1 km. The iron lidar of the Leibniz Institute
of Atmospheric Physics in Kühlungsborn, Germany, was transported to Davis, Antarctica (69∘S) in November
2010. It performed first measurements on 15 December 2010 and finished operation on 31 December 2012.
In total, 2900 h of temperature profiles are now available. Temperatures are available throughout the entire
instrument operation period (with interruptions), but here we concentrate on the winter/summer transition
and the summer season, more precisely on the time from drs = −60 to drs = +60, i.e., from 22 October to
19 February (drs = days relative to solstice). In that period we have obtained 324 h on 34 days in the season
2010/2011, 740 h on 68 days in 2011/2012, and 217 h on 25 days in 2012/2013. Note that we have not covered
the entire winter/summer transition period in the first and the third seasons, but the main features relevant in
this paper are captured. The data coverage is fairly evenly distributed over all local times. It is therefore rather
unlikely that our sampling has produced a significant bias caused, for example, by thermal tides.

In Figure 1 we show single temperature profiles measured on three different days (more precisely from noon
to noon), namely, on 21/22 November 2011, 23/24 December 2011, and 21/22 January 2012. Raw profiles
were averaged in a sliding window of 1 h length, shifted by 15 min. As will be seen later, these days are rep-
resentative for periods before, during, and after the occurrence of an “elevated summer mesopause” (ESM).
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Figure 2. Daily occurrence rates of PMSE for the austral summer season 2011/2012 based on radar volume reflectivities
(𝜂≥10−17m−1) detected by the Davis VHF radar. The dots indicate the altitudes of maximum occurrence rates smoothed
over 5 days.

We also show frost point temperatures (Tfrost) in that figure. It is obvious from Figure 1 that there is substantial
variability within 1 day with peak-to-peak deviations of up to 30 K. This needs to be taken into account when
we later compare the occurrence of ice particles, more precisely PMSE, with mean temperatures. In particular,
mean temperatures might be larger than the frost point temperature (i.e., too warm for ice particles and PMSE),
but individual profiles may well be much colder allowing for ice particles to exist and to grow. For the 3 days
shown in Figure 1 there are several profiles (and also part of the mean profile) which indicate conditions of
supersaturation, namely, T<Tfrost. Despite the large fluctuations seen in Figure 1, the mesopause tempera-
tures and altitudes can clearly be identified in all three cases. Certainly, the mesopause is higher and colder
on 23/24 December compared to the other 2 days. Another example of all individual profiles measured within
24 h on 17/18 December 2011 is shown in Lübken et al. [2014]. These examples highlight the improvement of
the data set compared to previous observations and to satellites. In this paper we use temperatures derived
from smoothing the original observations by a 14 days Hann filter. This also implies that tides and traveling
planetary waves are smoothed out to a large extent.

2.2. VHF and MF Radars: PMSE and Winds
We use observations from two radars of the Australian Antarctic Division also located at Davis, namely, polar
mesosphere summer echoes from a 55 MHz VHF radar and winds in the upper mesosphere from an MF radar
[Morris et al., 2006]. We will also use PMSE data from a new VHF radar in the NH called Middle Atmosphere
Alomar Radar System (MAARSY) and winds from the Saura MF radar, which are both parts of the Arctic Lidar
Observatory for Middle Atmospheric Research (ALOMAR) facility in Northern (69∘N) [Singer et al., 2008; Latteck
et al., 2012].

In Figure 2 we show the occurrence frequency of PMSE at Davis as a function of time in the summer sea-
son 2011/2012. In that season PMSE started around drs = −30 (21 November 2011) and terminated around
drs = +50 (9 February) with some weak activity thereafter. Note that PMSE appears in the mesopause region,
namely, from approximately 83 km to 92 km. As can be seen from Figure 2, peak heights are higher around
solstice in 2011, namely, almost 94 km, which is rarely observed at Davis [Latteck et al., 2008]. The mean PMSE
altitude is around 87 km at the beginning of the season and generally descends with time. Shortly before
solstice the mean PMSE altitude is considerably higher (∼90 km) than in the periods before or after. In the
context of this paper the existence of PMSE is an independent confirmation of low temperatures. A detailed
comparison of the occurrence of PMSE with lidar temperatures confirms the reliability of the lidar technique
[Lübken et al., 2009]. We note that PMSE and other MLT ice cloud phenomena such as noctilucent clouds (NLC)
and polar mesosphere clouds (PMC) give only indirect evidence for low temperatures but cannot provide
details about the thermal structure around the mesopause.
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Figure 3. Contour plot of temperatures observed by the Fe lidar at Davis. The altitudes of the mesopause (white lines)
and mean PMSE heights (red lines) are also shown. Note that PMSE data are not available after drs = −8 in 2012/2013
due to technical reasons. The x axis spans the time period from 22 October (drs = −60) to 15 February (drs = +60). The
red dots mark the days of the vortex breakdown (drs = −2, −1, and −40, respectively) in the stratosphere, applying the
criterion u < 10m∕s at 50 hPa (see Figure 9).

2.3. MERRA and KMCM
As will be seen later the temporal development of the thermal and dynamical structure in the upper
mesosphere/lower thermosphere is closely related to the circulation in the stratosphere. For the latter we
use data from NASA’s Modern-Era Retrospective analysis for Research and Applications (MERRA) [Rienecker
et al., 2011]. Furthermore, we compare our Fe lidar results with the temperature climatology during summer
at 69∘N derived from falling sphere flights (hereafter referred to as FJL99) [Lübken, 1999]. It should be noted
that the falling sphere technique gets somewhat uncertain above approximately 92 km. Therefore, the FJL99
climatology should be interpreted with care at these altitudes.

We use the Kühlungsborn Mechanistic general Circulation Model (KMCM) in its more recent version as an
idealized climate model (see Becker et al. [2015, and references therein] for more details). This version extends
from the surface to the lower thermosphere (uppermost level around 3 × 10−3 hPa corresponding to about
125 km height) and employs a conventional resolution of a T32 spectral truncation in horizontal direction
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Figure 4. Temperatures derived from Fe lidar observations in the mesosphere smoothed by a 14 days Hann filter and
shown here at drs = −2 (19 December). The three seasons are indicated by different colors (see inset). For comparison
the temperature profile from the FJL99 climatology in the NH closest to drs = −2 is also shown (green dashed line).

and 70 full layers in the vertical. It uses explicit computations of radiative transfer and the tropospheric mois-
ture cycle. Land-sea contrasts are taken into account by orography and a slab ocean model, as well as by
land-sea masks for surface parameters such as heat capacity, albedo, and relative humidity. Despite some
idealizations, the model reproduces a reasonable synoptic and planetary wave activity for the lower
and middle atmosphere. The dynamical control of the mesopause region is described by parameterized
gravity waves.

3. Experimental Results at Davis
3.1. Fe Lidar Temperatures
In Figure 3 we show smoothed temperature fields derived from the Fe lidar observations for the three available
winter/summer transitions, more precisely from drs = −60 (22 October) to drs = +60 (19 February). Generally
speaking, the cold summer mesopause is clearly visible in all three seasons, although the first (last) part of the
season 2010/2011 (2012/2013) is not covered by observations. In the first two seasons there is a period around
solstice where the mesopause is unusually high (around 92 km) compared to “standard” summer heights of
88 km (see FJL99). We call this feature an elevated summer mesopause (ESM). Mesopause temperatures and
altitudes vary substantially throughout the season. After solstice there is a tendency for mesopause heights
to descend in time in the first two seasons. The mean PMSE altitudes closely follow the mesopause heights
(perhaps with a time lag of a few days) and are in general a few kilometers lower than the mesopause
(see Figure 3). This demonstrates the close connection between low temperatures and PMSE which is con-
sistent with the generally accepted idea that ice particles start to nucleate around the mesopause (but are
still too small to create PMSE) then descend and grow until they reach a region of higher temperatures
and sublimate.

A closer look reveals substantial differences in the mean temperature profiles from year to year and also
systematic differences to the NH (Figure 4). In the seasons 2010/2011 and 2011/2012, and in a period around
solstice, the mesopause is located substantially higher compared to the season 2012/2013. More precisely,
for the day shown in Figure 4 (drs = −2) the mesopause heights for the three seasons 2010/2011, 2011/2012,
and 2012/2013 are in the range 89.25–92.75 km, 90.0–94.5 km, and 86.75–89.5 km, respectively, where we
allow for a deviation of 2 K from the absolute temperature minimum. We note that the mesopause height in
2012/2013 is close to the NH climatology published in FJL99.

Mesopause temperatures in this period are rather similar in all three seasons (∼130–135 K) and are similar to
the NH. As an indication of the uncertainty of the NH climatology we recall that the variability (RMS) of the
original temperature profiles contributing to the mean is 4.8 K, 6.2 K, and 12.4 K at 80 km, 85 km, and 90 km,
respectively [see Lübken, 1999, Figure 7]. We emphasize again that our daily-mean lidar temperatures can
deviate substantially from the smoothed version shown in Figures 3 and 4. For example, the mean mesopause
altitude and temperature on 17/18 December 2011 are 92.5 km and 119 K, respectively, which is higher and
colder compared to the NH climatology [see Lübken et al., 2014, Figure 1].

LÜBKEN ET AL. MESOPAUSE TRANSITION IN ANTARCTICA 12,398

Lü
bk
en

et
al
.2
01
5

129



Journal of Geophysical Research: Atmospheres 10.1002/2015JD023928

Figure 5. Temperatures as function of season (drs) at certain altitudes (see inset) and comparison with FJL99 from the
NH (dashed lines). Note that the variability (RMS) of the original temperature profiles contributing to the mean in FJL99
is approximately 5–10 K at these altitudes.

In Figure 5 we compare in more detail the seasonal variation of temperatures at specific heights for the

three seasons and also with the NH. Again, there are systematic differences between the first two seasons

and 2012/2013, in particular around solstice. In 2010/2011 and 2011/2012 temperatures at 92 km are signif-

icantly lower compared to the NH by up to 15–20 K, whereas they are similar to the NH in 2012/2013. At

lower altitudes, temperatures are more similar in both hemispheres except for 86 km where it is warmer in

the SH. Outside the solstice period, temperatures in the SH are generally higher compared to the NH, in par-

ticular after solstice. The transition from high to low temperatures occurs rather quickly in 2011/2012 (no

data in 2010/2011) and comparatively smoothly in 2012/2013. In summary, the development of the temper-

ature field is similar in 2010/2011 and 2011/12 with a high mesopause (relative to the NH) around solstice,

whereas the morphology in 2012/2013 is generally different from the first two seasons and is closer to typical

NH conditions with a typical summer mesopause altitude around 88 km.

LÜBKEN ET AL. MESOPAUSE TRANSITION IN ANTARCTICA 12,399

Lübken et al. 2015

130



Journal of Geophysical Research: Atmospheres 10.1002/2015JD023928

Figure 6. Temporal development of zonal winds in [m/s] as measured by the MF radar at Davis. The red dots mark the
days of the vortex breakdown (drs=-2, -1, and -40, respectively) in the stratosphere applying the criterion u <10 m/s at
50 hPa (see Figure 9).

3.2. Winds in the MLT
In Figure 6 we show zonal winds for the three lidar seasons as measured by the MF radar at Davis. Daily
averaged profiles were further smoothed by a 5 day running mean. Despite some data gaps due to strong
absorption in the ionosphere, the difference between the first two seasons (2010/2011 and 2011/2012) and
the season 2012/2013 is striking, as is the case for the seasonal variation of temperatures in these years. For
example, for several weeks close to and prior to solstice the wind reversal from westward to eastward winds
(negative to positive) occurs at 95–100 km in the first 2 years, whereas it takes place at substantially lower
heights in the last year. Regarding the variation of winds with season, a strong westward jet lasting several
days develops around solstice, coincident with the period of the elevated summer mesopause (see Figure 3).
The overall differences in zonal winds and temperatures between the first two seasons and the 2012/2013
season are strongly reminiscent of the systematic hemispheric difference between southern and northern
summer as found in the model study of Becker et al. [2015] (see, e.g., their Figures 6a and 6b).

For further comparison we show MF zonal winds (5 day means) measured by the ALOMAR Saura MF radar at
69∘N in Figure 7. These winds are from the summer season 2010 but are typical for all NH seasons at ALOMAR
[see, for example, Placke et al., 2015]. Comparison with Figure 6 demonstrates the similarity between winds
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Figure 7. Temporal development of zonal winds in [m/s] as measured by the Saura MF radar at ALOMAR (69∘N) in the
year 2010.

in the NH and those in the SH season of 2012/2013. For a large part of the summer season the reversal from
negative (westward) to positive (eastward) winds occurs at roughly 90 km, descending with time. This altitude
is significantly lower compared to the first two seasons at Davis. We also note that MF winds are more variable
at Davis compared to ALOMAR although both data sets have been smoothed similarly (see Figures 6 and 7).
This difference is not of importance in this paper and will be investigated further in the near future.

4. Comparison With Stratospheric Winds

In Figure 8 we show zonal-mean zonal winds from the troposphere to the lower mesosphere for the three
seasons when we performed Fe lidar observations at Davis. It is obvious that winds in the first two seasons
are systematically different from the last season: in 2010/2011 and 2011/2012 strong zonal winds of typically
+40–50 m/s are present in the lower stratosphere, persisting until solstice. In other words, the breakdown of
the polar vortex is late and extends way into the summer season. The final breakdown occurs very late in both
seasons, namely, around drs = 0. The situation is completely different in 2012/2013: zonal winds are already
weak at drs = −60 and the breakdown of the vortex occurs several weeks before solstice, i.e., at drs∼−40.

Karlsson et al. [2011] (hereafter referred to as BK11) classify stratospheric winds into a late and early break-
down of the polar vortex, being representative of a “winter-like” and “summer-like” condition, respectively.
“Late/early” means that zonal winds during the “onset-period” (defined as the period from drs = −40 to −20)
are more/less eastward by 0.5⋅𝜎 compared to the climatological mean (𝜎 = standard deviation of wind anoma-
lies). Late and early conditions lead to a high/warm and low/cold mesopause around solstice, respectively.
Note that we have used a more relaxed limit of 0.5⋅𝜎 instead of 1.0⋅𝜎 as in BK11. Normally, when winds are
strongly eastward in the onset period, the transition to weaker eastward winds occurs late. When winds are
weak in the onset period, the transition occurs early. More precisely, the time of wind transition (trev) is defined
as the day when zonal-mean zonal wind at 50 hPa and 65∘S gets lower than +10 m/s. As can be seen from
Figure 9 the latter criterion leads to wind transitions at drs = −2,−1, and−40 for the three seasons 2010/2011,
2011/2012, and 2012/2013, respectively. This implies that the first two seasons are to be classified as
“late breakdown,” whereas the last season is representative of an early breakdown, presumably one of the
earliest breakdowns ever observed. We note that there is a tendency for a weakening of zonal winds in
2011/2012 around drs = −33, but winds recover thereafter. After vortex breakdown, zonal winds in the lower
stratosphere are still positive but rather small (around 0–10 m/s) for the rest of the summer in all three seasons.
In Figure 9 we also show zonal-mean zonal winds in the NH, i.e., at the latitude of ALOMAR (69∘N), averaged
for the years 1995 to 2013 (green lines). These winds are much smaller in magnitude and point to a very early
breakdown at approximately drs = −80.

A more detailed plot of the entire zonal wind field at the latitude of ALOMAR is shown in Figure 10. More
precisely, zonal-mean zonal winds from MERRA are shown for the year 2010 at the latitude of ALOMAR (69∘N).
We note that other years look rather similar to this example. Stratospheric winds in the NH are much weaker
compared to our first two seasons at Davis and are in fact similar to the last season (2012/2013). In the NH the
conditions of an early breakdown occur basically every year.
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Figure 8. Contour plot of zonal-mean zonal winds in [m/s] from MERRA at the latitude of Davis for three seasons
(see inset).

5. Discussion and Summary

We are aware of the fact that we have performed measurements at a single station, whereas general circu-
lation models normally cover the entire globe. Model results of zonal-mean values suggest, however, that
temperature observations performed at Davis are representative for conditions within the polar cap and that
the temporally averaged zonal wind observations are representative of the zonal-mean zonal wind [see, for
example, Karlsson et al., 2011; Becker et al., 2015]. In the data analyzing phase we have tentatively used local
zonal winds from MERRA at Davis and ALOMAR, respectively, instead of zonally averaged zonal winds as shown
in Figures 8, 9, and 10. We did not find any significant difference between both cases. Still, we cannot explicitly
exclude that our local measurements deviate from zonal-mean values.

5.1. Comparison With Other Measurements
Pan and Gardner [2003] published a temperature climatology summarizing their measurements with a
Boltzmann lidar and balloonsonde data at the South Pole. We have reproduced their summer profiles around
the mesopause in Figure 11. It is obvious that the altitudinal and temporal coverage of the summer mesopause
region is rather limited. Only 26 h of observations are available in the months November to February. During
the crucial transition period and during most of the summer, the mesopause in that study is largely
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Figure 9. Temporal development of zonal-mean zonal winds at 69∘S close to 50 hPa for the three seasons relevant in
this paper (red lines). Also shown are zonal-mean zonal winds at the latitude of Davis averaged for the years 1995–2013
(thick black lines) along with 50% of the standard deviations of wind anomalies (thin black lines, see text for more
details). Green lines: corresponding zonal-mean zonal winds in the NH summer at the latitude of ALOMAR (69∘N) again
averaged for the years 1995–2013. The horizontal lines mark winds of 0 m/s (for reference) and 10 m/s (the breakdown
limit). The red dots mark the days of the vortex breakdown (drs = −2, −1, and −40, respectively) applying the criterion
u < 10 m/s. The two vertical lines mark the onset period.
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Figure 10. Contour plot of zonal-mean zonal winds from MERRA at the latitude of ALOMAR (69∘N) for the summer
season 2010.

determined by interpolation. Since then, a few more observations were performed by that lidar but only spo-
radically and not covering an entire winter/summer transition at mesopause altitudes [see, e.g., Chu et al.,
2011]. Nearly all temperature measurements in the MLT region published from that instrument were made
in winter time [e.g., Lu et al., 2015] and mostly only for singular days [e.g., Chen et al., 2013]. We note that
for the same period in summer (November to February) we have collected a total of 1305 h of temperature
observations in the mesopause region.

In Figure 11 we also show another example of a daily-mean profile from our Fe lidar that also exhibits the
elevated summer mesopause at 92–93 km on that day, which is not observed in the profiles from Pan and
Gardner [2003].

Figure 11. Red: lidar temperature profiles from Pan and Gardner [2003] for the months November–February (see inset,
including hours of observations). Dashed: interpolations as shown in the Pan and Gardner paper. Blue: our Fe lidar
temperatures at Davis for 16 h on 17/18 December 2011: mean and standard deviation. The blue numbers in the inset
show the total hours of lidar observations per months obtained with our Fe lidar at Davis.
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The first temperature measurements by meteorological rockets in the SH summer mesopause region took
place in January/February 1998 from Rothera 68∘S [Lübken et al., 1999]. It was concluded that the thermal
structure at that latitude is similar to the summer at the NH colatitude. In the light of the results presented
in the current paper, this is not surprising since the breakdown in the season 1997/1998 occurred very
early. Applying the definition introduced above and using winds from MERRA the breakdown took place on
drs = −30 (21 November 1997) which is several weeks before the first rocket was launched on 5 January 1998
(drs = +15). The early breakdown in the season 1997/1998 has therefore led to mesopause temperatures and
altitudes at Rothera which were rather similar to the NH in the SH season of 1997/1998.

5.2. Seasonal Variation of Ice Layers
A detailed comparison of PMSE in the SH and NH was performed by Latteck et al. [2008] which showed that
the PMSE season at Davis (69∘S) is more variable compared to ALOMAR (69∘N), both in terms of length of the
season and occurrence rates within the season. This is caused by the longer extent and the larger variability
of the polar vortex breakdown in the SH compared to the NH. Furthermore, the PMSE heights in the SH are
generally ∼1 km higher compared to the NH. This is consistent with a higher and colder mesopause along
with warmer temperatures at lower heights (∼85 km).

Kirkwood et al. [2008] noticed the unusual high altitudes of PMSE observed at Davis and at the Swedish Antarc-
tic station Wasa (73∘S). They also reported the close connection to circulation changes in the stratosphere and
the elevated summer mesopause from microwave limb sounder on the Aura satellite. These results are sim-
ilar to the observations presented in this paper. We note, however, that our Fe lidar provides greater details
regarding the temporal and vertical structure of temperatures in the mesopause region. Furthermore, MF
radar winds from Davis were not considered by Kirkwood et al. [2008].

The transmissivity of the stratosphere to gravity waves with vertical flux of eastward momentum is limited
by the maximum zonal wind encountered by the gravity waves on their way from their generation at lower
levels to the mesosphere. We therefore compare the maximum zonal wind in the stratosphere with the occur-
rence of PMSE in the mesosphere in Figure 12. More precisely, zonal-mean zonal winds for the latitude of
Davis have been used, and maximum winds in the stratosphere were selected, which (in the time period
considered here) typically occur at pressure levels between 10 and 100 hPa. It is obvious that PMSE occur
when the maximum eastward zonal wind in the stratosphere decreases from strong winter values to about
10–20 m/s or less. Comparison with Figure 3 shows that this coincides with a severe temperature drop in the
mesosphere. The onset of PMSE is therefore an indication of low temperatures, low enough for the existence
of ice particles. It marks the transition from winter to summer conditions which may be used as a criterion to
determine the onset of the summer state in the MLT region when direct temperature measurements are not
available. However, we need to add a note of caution: the presence of ice particles (PMC, NLC, and PMSE) man-
ifests that temperatures are below the frost point temperature Tfrost, which is only an indirect estimation of an
upper limit of real temperatures assuming some standard water vapor densities. Furthermore, PMSE require
turbulence and electrons. Therefore, low enough temperatures are a necessary, but not sufficient condition
for PMSE. On the other hand, there is significant evidence that, generally speaking, requirements other than
T < Tfrost are usually fulfilled. This can be seen from Figure 3 and also from earlier comparisons of PMSE and
the thermal structure, e.g., in Lübken et al. [2009]. We have demonstrated the close relationship between low
temperatures and PMSE in Figures 3 and 12. Regarding the maximum altitude of PMSE we note that kinematic
viscosity is increasing with height, which makes it more and more difficult for small scale structures in the
plasma (required for PMSE) to survive [Lübken et al., 2009]. Therefore, PMSE are not a good indicator of low
temperatures at altitudes above ∼94–95 km.

Benze et al. [2012] have studied in detail the relation between the onset of PMC (tPMC) as observed by SBUV
(Solar Backscatter Ultraviolet) satellite instruments and the circulation in the stratosphere. The timing of the
wind transition from winter to summer conditions (trev) was defined as the day of the final decrease of the
zonal-mean zonal wind at 50 hPa below 10 m/s, i.e., identical to the definition used by BK11 (see above).
They found an almost linear relation tPMC ∼ trev with a small delay of 1–2 days, i.e., the PMC onset day is
delayed relative to the stratospheric wind transition. They realized that this relation depends on the sensi-
tivity of detecting ice clouds (and on the definition of trev, of course). The relevance of these considerations
is clearly demonstrated in Figure 12: ice clouds, namely, PMSE, are sometimes seen up to 30 days prior to
the day of the stratospheric wind transition. In other words, summer conditions (low temperatures) may
occur several weeks before vortex breakdown as defined in BK11 and Benze et al. [2012]. This implies that the
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Figure 12. Temporal development of (left scale) the maximum zonal wind in the stratosphere (black lines) and
(right scale) the occurrence of PMSE (red lines). See text for more details. For comparison the dates of vortex
breakdown as determined in Figure 9 are indicated (blue vertical lines).

stratospheric circulation change leading to low and summer-like temperatures (supporting ice particles) may
not be appropriately characterized by the transition criterion described above.

5.3. Comparison With Models
The explanation of the reaction of the MLT to the circulation in the stratosphere is rather complicated and
involves the interaction of several processes. For example, intrahemispheric coupling plays an important
role prior to and around summer solstice, while interhemispheric becomes important later on [Smith et al.,
2010; Karlsson et al., 2011; Becker et al., 2015]. These coupling mechanisms can be applied within the frame-
work of the stationary downward control principle in the extratropical SH in combination with arguments
of gravity-wave filtering and breaking. The situation is, however, further complicated by traveling planetary
waves [Siskind and McCormack, 2014], the interaction of thermal tides with gravity waves [Senf and Achatz,
2011], and the seasonal evolution determined by radiative transfer. In the following discussion we mainly
restrict ourselves to arguments of intrahemispheric coupling. A more detailed discussion is provided in, for
example, Karlsson et al. [2011] and Becker et al. [2015].

To the best of our knowledge there are no model studies available which describe in detail the entire sea-
sonal development of the dynamical and thermal state of the middle atmosphere in the SH for early, late, and
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Figure 13. Seasonal evolution of temperatures (in Kelvin) in the summer mesopause region from KMCM model simulations. (left and middle) Results from the
control simulation of Becker et al. [2015] where the launch level parameters for parameterized nonorographic gravity waves are the same in both hemispheres.
(right) The result when the launch level spectrum in the SH is shifted toward higher frequencies and smaller amplitudes (see text for further details). Temperatures
were averaged over the polar caps (from 70∘ to 90∘) and over 10 seasons in each case. Then, interpolation from pressure surfaces to geometric height (averaged
like the temperatures) was performed. The altitude is relative to that of the mean summer mesopause in the NH which is located in KMCM at 86 km.

mean transitions. BK11 study the conditions in the onset period (drs = −40 to −20) for early and late transi-
tions but cover the development before and after the onset period only to a small extent. Becker et al. [2015]
compared coupling mechanisms in the NH and SH during the winter/summer transitions in detail, but only
for climatological mean conditions.

We start with a comparison of our observations with the model study of BK11, i.e., during the onset period
and for the specific cases of early and late breakdown. We have sufficient temperature coverage in the onset
period only for the early case (2012/2013). Regarding observations for the late case, we started too late with
our measurements in 2010/2011 (a late case), and the season 2011/2012 is not a clear late case but is more
complicated. For example, the condition u < 10 m/s at 50 hPa occurs in that season at drs = −1 (late) and MF
winds are similar to 2010/2011 (a late case). But the early appearance of PMSE indicates an early case. Since
the situation is not unambiguous in 2011/2012 we decided to ignore this season in this context. We note that
we have nearly full seasonal coverage of winds from the MF radar for all seasons and both cases (late/early).

In our observations the temperature of the mesopause during the onset period in the early case is declining
from 155 K to 135 K and is on average somewhat warmer than in BK11 (140 K) and also warmer (but at the
same altitude) compared to the standard mesopause in the NH (130 K/88 km). From our MF radar winds we
see that maximum zonal winds in the mesopause region during the onset periods are significantly smaller
(i.e., less negative) compared to BK11. The difference is larger in the late case (−70 m/s in BK11 versus −30 to
−40 m/s observed by MF radar) compared to the early case (−50 m/s versus −30 m/s).

We are not aware of any model which reproduces the “mesopause jump” to higher altitudes/lower temper-
atures around summer solstice as shown in Figure 3b (and to a certain extent also in Figure 3a) leading to
an elevated summer mesopause (ESM). Models suggest that if the mesopause in the summer SH is higher
than “normal” (= 88 km), then it is necessarily warmer than normal (see, for example, Figure 6 in BK11). We
have reproduced this standard behavior with KMCM, namely, a higher and warmer mesopause in Davis (for
mean conditions) compared to ALOMAR (see Figure 13). In this simulation, the model was used with identi-
cal parameters of parameterized nonorographic gravity waves in each hemisphere (which was called “control
simulation” in Becker et al., 2015). An obvious possibility to reproduce a higher and colder(!) mesopause (as
observed) is to modify the gravity wave source spectrum in the SH. The modification is zero north of 20∘S and
concentrated at 56∘S. It sets in at day −110 (relative to summer solstice) and maximizes from day −50 to day
10, which is followed by a decay such that the parameters of the control simulation are applied again from day
70 on. The most important modifications are such that the maximum vertical wavelength is increased from
11.0 km to 14.6 km, the horizontal wavelength is reduced from 500 km to 415 km, and the total horizontal
wind variance is reduced from 0.95 to 0.78 m s−1 [see also Becker and McLandress, 2009, section 3]. These mod-
ifications enhance the high-altitude gravity-wave drag around solstice and lead to the desired effect, namely,
a higher and colder mesopause in the SH in early summer, which is in better agreement with our observations.
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A possible implication of this finding is that the nonorographic tropospheric gravity sources during late win-
ter and spring in the SH may be significantly different from those in the NH, i.e., with a tendency toward higher
frequencies in the SH.

The observed downward propagation of the mesopause after summer solstice has been explained in Becker
et al. [2015] by the gradual weakening of the wintertime stratospheric vortex and its transition to summer
conditions. At the same time, the interhemispheric coupling effect caused by a weak polar night jet in the
northern winter hemisphere becomes important and enhances the downward propagation of the summer
mesopause in the SH. Here we argue that also the seasonal evolution of the sources of nonorographic gravity
waves from higher to lower frequencies may play a role.

Obviously, the reaction of the mesopause thermal structure to the breakdown in the stratosphere depends on
the time when this breakdown occurs. This is evident from Figure 3: The breakdowns in the seasons 2010/2011
and 2012/2013 occur at different times in the season (drs = −2 and −40, respectively), and the reaction of
the mesopause region is rather different. We suggest that this difference is due to the circulation at higher
altitudes, namely, in the mesosphere. It is the circulation in the entire middle atmosphere which finally deter-
mines the propagation conditions for gravity waves and their impact on the mesopause region. This is also
evident when considering the difference in the stratospheric circulation in the NH and SH. In the NH the strato-
spheric vortex breakdown occurs much earlier compared to the SH, namely, around drs = −70, because of
stronger planetary Rossby waves. Nevertheless, the weak zonal wind in the mesosphere from about drs =−70
to drs = −40 (see Figure 7) causes eastward gravity waves to break in the middle and lower mesosphere
and thereby hinders the northern mesopause to turn to summer conditions. On the other hand, the strong
upper mesospheric westward wind in the SH mesosphere (Figures 6a and 6b) allows eastward gravity waves
to propagate to high altitudes and induces an ESM as soon as the wave filtering in stratosphere permits. This
reasoning is consistent with the model study of Becker et al. [2015].

5.4. Summary
In this paper we report on a significant part of new temperature observations at Antarctic latitudes by a Fe
lidar being located at Davis (69∘S). Measurements were performed from 15 December 2010 until 31 Decem-
ber 2012. Here we concentrate on data in the mesopause region relevant for the winter/summer transition.
We compare our results with collocated wind observations by an MF radar and PMSE detection by a VHF
radar and also with stratospheric winds from MERRA. Generally speaking, mesopause temperatures (and alti-
tudes) are strongly related to the circulation in the stratosphere. In the summer season 2012/2013 the vortex
breakdown in the stratosphere occurs very early (drs = −40) and the mesopause altitude and temperature is
“normal,” i.e., similar to the climatological mean in the NH (∼88 km/130 K). In 2010/2011, however, the break-
down occurs much later (drs = −2) and the mesopause is higher and colder (note that our operation started
only a few days before solstice). The situation in the season 2011/2012 is more complex as some atmospheric
parameters indicate a late transition, whereas others point to an early transition. MF radar winds also show a
systematic difference between the situation in 2012/2013 and the two earlier summer seasons. In 2010/2011
and 2011/2012 the final vortex breakdown in the stratosphere occurs around solstice. During that period
the mesopause “jumps” to unusual high altitudes and low temperatures for a few days (elevated summer
mesopause, ESM). Daily mean mesopause temperatures below 120 K at 93 km are observed during this period.
During the ESM period, zonal winds from the MF radar are also much more westward than normal and west-
ward winds reach to unusual high altitudes. Regarding ice layers in the mesosphere (here: PMSE) we find that
they are not necessarily a good indicator for stratospheric vortex breakdown.

Our results clearly indicate the requirement for a more sophisticated representation of gravity waves in mod-
els. For example, simplifications of the seasonal variation of sources may lead to an incorrect thermal structure
in the MLT region and to a misinterpretation of related phenomena.

The results presented in this paper and in previous publications on winter/summer transitions in the SH are
of potential importance, for example, when comparing interhemispheric differences in the occurrence of ice
clouds observed from satellites by, e.g., SBUV instruments [see, for example, DeLand et al., 2007]. Defining a
fixed “summer period” is probably inadequate for the SH since the winter/summer transition is rather variable.
This may cause biases in the parameters describing the morphology of ice layers such as occurrence rates,
brightness, and altitudes.
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